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Abstract 

One important goal of a young offender institution in Germany is to encourage the 

young offenders (YO) to not commit another crime in the future. In order to enhance the 

effectiveness of interventions that aim at this goal, research is needed concerning the question 

under what circumstances a YO recidivates. Traditionally, logistic regression is used in order 

to analyze recidivism data. Here it is argued that the use of tree-based statistical methods 

might yield new insights for the prediction of recidivism. It is hypothesized that boosted 

classification trees yield better predictions than random forest, and that random forests yield 

better predictions than logistic regression. This study involved 643 YO that were released 

from the German young offender institution Regis-Breitingen. Predictors included in this 

study were demographic information, the interventions a YO participated in, an assessment by 

professionals and a self-assessment. The outcome criterion was whether or not the YO 

received a new court decision (except for acquittal) within two years after release. The results 

showed that there was no difference in predictive performance between the methods. All 

methods performed poorly. Static risk factors for recidivism were younger age and a shorter 

amount of time spent in the young offender institution. Dynamic risk factors for recidivism 

included the YO having no place in work, vocational training or school after release, having a 

need to continue structured transition management after release as well as having participated 

in delict- or problem specific measures. A possible reason for poor predictive performance is 

heterogeneity of the YO. Implications for further research and policy making are discussed. 
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Introduction 

 Both crime- and recidivism rates are higher among juveniles than among adults 

(Heinz, 2004). This emphasizes the question of how to deal with young offenders (YO). 

According to German law, the goal of young offender institutions (YOI) in Saxony is to 

enable the YO to live a socially responsible life without committing offenses in the future (§ 2 

Sächsisches Jugendstrafvollzugsgesetz from 2007). In order to achieve these goals, research 

concerning the risk factors for recidivism in YO is essential (Walter, 2006). This is due to the 

fact that knowledge of these risk factors can help professionals make informed decisions 

about both interventions and estimations about recidivism risk (Jimerson et al., 2004). To gain 

that knowledge, one question that needs to be answered is what the most appropriate methods 

are for the prediction of recidivism in YO. Another question is what variables are most 

relevant for the prediction of recidivism. The aim of this paper is to examine both the 

predictability of and the risk factors for recidivism in YO that have been incarcerated in the 

YOI of Regis-Breitingen in the German federal state of Saxony. 

 

Methods for the prediction of recidivism 

 The first goal of this paper is to find an appropriate method for the prediction of 

recidivism. Below, the requirements for the methods are described. This is followed by an 

explanation of why the methods used in this study were chosen. 

 

Interpretability versus flexibility 

 “Everything should be made as simple as possible, but no simpler” is a quote of Albert 

Einstein. As one of many scientists in history he endorsed the principle of parsimony, which 

states that if there are multiple explanations for a phenomenon, the simplest is to be preferred 

in science (Vandekerckhove et al., 2015). Thus, there are two sides of a coin when choosing 

between different methods. On the one hand, the method needs to explain the phenomenon. In 

order to explain the phenomenon, the method needs to fit the data, which means that it needs 

to be flexible. Flexibility refers to the degree to which a method can handle different types of 

associations in order to fit the structure of the data at hand (G. James et al., 2013). Generally, 

flexible methods yield higher prediction performances than inflexible methods. On the other 

hand, a method should be as interpretable as possible. Interpretability is defined as the ability to 

understandably explain or present the relationship between a predictor variable and an outcome to 

a human being (Doshi-Velez & Kim, 2017). When choosing a method, a trade-off 
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(compromise) has to be made between interpretability and flexibility of a method: Methods 

that are high on interpretability tend to be low on flexibility and vice versa. Thus, the higher 

the flexibility of a method is, the better are the predictions but the worse is the interpretability 

and vice versa (Alonso et al., 2015). Methods that are highly flexible are referred to as “black 

boxes”: They provide an output for the input, but what exactly happens in between is poorly 

understood (Adadi & Berrada, 2018). 

 This raises the question of what properties are appropriate when analyzing recidivism 

data. Regarding the flexibility of the method, self-evidently it is desirable to obtain 

predictions that are as accurate as possible. Regarding the interpretability of the method, using 

a method that lacks a thorough understanding of how the predictions are made is not suitable 

for the field of risk prediction for two reasons. First, it would be unethical to make decisions 

that have an impact on peoples’ lives based on an algorithm that is poorly understood (Rudin 

et al., 2018; Tonry, 2013). Second, an understanding of risk factors is essential in order to 

develop and evaluate interventions. Therefore, a “black box” method is not suitable for risk 

prediction. In summary, an effective method for predicting recidivism risk is as accurate as 

possible, while interpretability needs to remain present. 

 

Logistic Regression 

Logistic Regression (LR; see explanation below) is a traditional statistical method that 

is often used in scientific studies addressing risk factors (McReynolds et al., 2010; Mulder et 

al., 2011). One advantage of LR is its high interpretability: Explaining the relationship 

between a predictor and an outcome is quite simple (G. James et al., 2013). Furthermore, LR 

directly calculates the probability that a respondent belongs to a particular class, which is 

useful in many contexts. However, a disadvantage of LR is its low flexibility, which leads to 

poorer predictions especially when a complex data structure is involved. Additionally, LR 

relies on a number of assumptions that need to be met in order to allow for the inference of 

valid conclusions. The first assumption is that the continuous variables need to be linearly 

related to the log odds of the outcome variable (Stoltzfus, 2011). The second assumption is 

the absence of multicollinearity, which means that the independent variables must not be 

strongly associated with each other. Third, outliers can strongly influence the results of LR, 

therefore they need to be eliminated. These assumptions are often not met in real-world data, 

which leads to incorrect inferences (Hosmer et al., 1991; Ottenbacher et al., 2004; Westreich 

et al., 2011). Other disadvantages of LR are that dummy variables need to be created and that 
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interaction effects are often neglected. This raises the question of what method might be better 

suited for the prediction of recidivism. 

 

Tree models 

 Compared to LR, tree models (see method section for an explanation) are more 

flexible (G. James et al., 2013). Thus, tree tend to have a low bias, which is the error that is 

introduced by approximating a complex problem by a simple model (G. James et al., 2013). 

Another advantage is that they relax the assumptions about the data: They can handle highly 

nonlinear data structures as well as outliers and missing values, and the predictor variables 

can be correlated with each other (Buskirk & Kolenikov, 2015; Mendez et al., 2008). 

Additionally, the prediction of tree models does not depend on the measurement scales or the 

distributions of the predictors (Elith et al., 2008). Therefore, tree models are straightforward 

to implement. As explained before, the increased flexibility of tree models compared to LR 

comes with a decreased interpretability. Nonetheless the interpretability of tree models is 

considered good because tree models mirror human decision-making and they can be well 

displayed graphically (G. James et al., 2013). Single classification trees are not a powerful tool 

for prediction because they often overfit the training dataset: They are instable in the sense that 

small deviations in the data can lead to significant changes in the tree and thus in its 

interpretation (Austin et al., 2013; G. James et al., 2013). Therefore, they tend to have a high 

variance, which is the amount to which the model would change if a different training dataset 

had been used. The predictive performance of classification trees can largely increase when 

multiple trees are built and combined. Hereinafter, two of these approaches are discussed. 

 

Random Forest 

 A Random Forest (RF; see method section for an explanation) is a modified tree 

model. By combining multiple trees, flexibility of the model is increased. All advantages 

concerning data structure and assumptions of tree models explained above apply to RF (G. 

James et al., 2013). Additionally, RF is well suited for calculations with a large number of 

variables compared to the number of respondents, and the predictions of RF are more stable 

than those of a single tree. Another advantage of RF is that the default settings for the 
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hyperparameters1 often work well, which makes it quite easy to tune the model (Sun et al., 

2016; Svetnik et al., 2000). As mentioned before, a disadvantage of RF is that the increased 

flexibility compared to tree models comes with a decreased interpretability. Furthermore, 

since interaction effects are included automatically in RF, the interpretation of the relationship 

between a variable and an outcome is less straightforward than in LR. In addition, due to the 

fact that a large number of trees are built for a RF, it is no longer possible to display the model 

in one simple graph. However, a summary of the importance of each predictor can be 

obtained, which can then be displayed graphically. Generally, the interpretability of RF is 

considered acceptable (Ali et al., 2012; Robinson et al., 2017). Its combination of 

interpretability and flexibility has been empathized in the literature (Gao et al., 2017; Qi, 

2012). 

 RF has been found to deliver superior prediction results compared to LR in multiple 

studies, especially studies that involve real-world data (Couronné et al., 2018; Feng & Wang, 

2017; Guo et al., 2004; Hsieh et al., 2011; Maroco et al., 2011; Muchlinski et al., 2016), even 

though contradicting results have also been found (Ruiz & Villa, 2008; Weng et al., 2015). 

Ultimately, the performance of a method depends on the structure of the dataset at hand. 

However, it is not yet known which method to choose when analyzing a certain data structure 

(Kirasich et al., 2018). Since the majority of previous research articles favors RF, it is 

expected that RF yields a higher prediction performance than LR on recidivism data. Thus, 

even though its interpretability is lower than that of LR, RF might be better suited for 

analyzing recidivism data due to higher flexibility and good-enough interpretability. 

 

Boosted Classification Trees 

 Just as RF, Boosted Classification Trees (BCT; see method section for an explanation) 

are modified tree models. However, the way in which the trees are combined makes BCT 

more flexible than RF. The advantages of tree models with regard to data structure and 

assumptions explained above apply to BCT as well (G. James et al., 2013). A disadvantage of 

BCT is that the model performance strongly depends on the tuning of the model, which 

increases the complexity of using BCT. Furthermore, the increased flexibility of BCT again 

comes with a decreased interpretability. There is no operationalization of interpretability and 

 

1 Hyperparameters are parameters that are not learned by the model, but that need to be determined before the 

learning process takes place. They have an influence on the way a method makes its predictions (see appendix 

C). 
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therefore no defined measure that could tell whether interpretability of BCT is sufficient for 

contexts in which interpretability is regarded important. BCT are used in situations in which 

flexibility is considered more important than interpretability (Lee et al., 2019) and in 

situations in which flexibility and interpretability are considered approximately equally 

important (Yang et al., 2016). Furthermore, research currently aims at finding techniques that 

help interpret the results yielded by BCT, as for instance by designing clear graphs (Gill et al., 

2020). Thereby the interpretability of BCT might be increased in the future. Taking these 

findings together, it might be argued that the interpretability of BCT is just good-enough for 

the prediction of recidivism which would mean that the flexibility that BCT offers is the 

highest flexibility that can be used responsibly on a recidivism dataset. 

  Research has shown that BCT are powerful predictors (Hutchinson et al., 2011), 

especially when the structure of the data is complex and nonlinear (Pittman & Brown, 2011). 

Many machine learning2 competitions have been won using BCT (Liu et al., 2017). Studies 

comparing RF and BCT have reached different conclusions: Often, BCT yielded a higher 

prediction performance than RF (G. James et al., 2013; Naghibi et al., 2016; Ogutu et al., 

2011). However, some authors suggest that their results might be quite similar (Brillante et 

al., 2015; Wainer, 2016) and some favor RF (Andersson, 2017; Khalilia et al., 2011). Based 

on earlier research, it is expected that BCT will lead to better predictions than RF. 

 

Hypotheses 

In summary, the combination of interpretability and flexibility in RF is remarkable and 

therefore using RF on recidivism data could potentially yield new insights. The first 

hypothesis in this paper states that RF yields a higher prediction performance than LR 

on recidivism data3. Next, the interpretability of BCT might be considered just good enough 

for research on recidivism. While keeping that limitation in mind, it is interesting to examine 

how one of the most flexible methods that can be used on recidivism data without the 

sacrifice of too much interpretability performs. The second hypothesis states that BCT 

yields a higher prediction performance than RF on recidivism data. Thus, in terms of 

prediction it is expected that BCT yields the best results, followed by RF and LR respectively. 

 

2 Machine learning takes place when an algorithm learns the associations between predictors and an outcome 

variable based on an observed dataset. Subsequently, this algorithm can be used in order to make predictions for 

datasets in which the predictors are observed and the outcome is unknown. 

3 The prediction performance of a method depends on the amount of YO that are correctly classified as YO who 

recidivates and YO who does not recidivate. For a detailed explanation, see the method section. 
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Variables relevant for the prediction of recidivism 

The second goal of this paper is to evaluate which predictor variables are chosen by 

the methods. An elaborate literature review on the risk factors for recidivism in youth 

delinquents is beyond the scope of this thesis, since the predictors were chosen from variables 

that were already available. Nonetheless, a brief literature review is given in the following, in 

order to better understand the predictors that the different methods choose. 

 Table 1 illustrates the variables that were associated with recidivism in a meta-analysis 

involving 23 studies and 15,265 YO (Cottle et al., 2001). Almost all these variables are static, 

which means that they are unchangeable by intervention. Static risk factors of recidivism in 

YO have been frequently addressed in the literature, and there is a widespread agreement in 

the scientific community that the variables displayed in table 1 are risk factors for recidivism 

in YO (Hong et al., 2013; Mulder et al., 2011).  

 For clinicians working in prison however, dynamic factors are of more interest 

because they are changeable (Hanson & Morton-Bourgon, 2009). Research on dynamic risk 

factors is scarcer than research on static risk factors, since dynamic factors are more difficult 

to operationalize. Furthermore, from an age of around 14 on, stable risk factors generally have 

a higher influence on recidivism than dynamic risk factors (van der Put et al., 2012). Dynamic 

risk factors proposed in the literature include a lack of treatment adherence, having parents 

with poor parenting skills and criminal behavior in the family (Mulder et al., 2011). 

Furthermore, anger or irritability has been found to be predictive of recidivism in YO (Hong 

et al., 2013). Other dynamic factors proposed in the literature include gang membership, 

denial, substance abuse and self-depreciation (Benda et al., 2001). Protective dynamic factors 

include strong social support and strong attachment to prosocial adults (Lodewijks et al., 

2010). Even if there is no agreement concerning the precise dynamic risk factors for 

recidivism in YO, these variables paint a picture of disadvantaged youth in complex 

situations, who are in need of stability and support (MacRae et al., 2011). 
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Table 1 

Variables significantly (p < 0.01) associated with higher recidivism in YO in a meta-analysis by Cottle 

et al. (2001) 

Category Significantly related variables 

Demographic information being male 

low socioeconomic background 

 

Offense history earlier age at first contact with the law 

earlier age at first crime commitment 

more prior arrests 

more previous crime commitments 

longer first incarcerations 

more previous crimes committed 

 

Family and social factors history of having been physically or sexually 

abused 

raised in a single-parent home 

greater number of out-of-home placements 

significant family problems 

inefficient use of leisure time 

delinquent peers 

 

Educational factors history of special education 

 

Standardized test score lower standardized achievement score 

verbal IQ score 

performance IQ score 

full scale IQ score 

 

Substance use history substance abuse 

 

Clinical factors conduct problems 

non-severe pathology 

higher scores on risk assessment instruments 
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Methods 

Explanation of methods used 

Logistic regression 

The logistic model has been introduced by Verhulst (1838). The logistic function is:  

𝑝(𝑌 = 1 | 𝑋) =
𝑒𝛽0+𝛽1𝑋1+⋯+𝛽𝑝𝑋𝑝

1+𝑒𝛽0+𝛽1𝑋1+⋯+𝛽𝑝𝑋𝑝. 

This function can be used as a classifier4 by estimating its regression coefficients β0, β1, …, βp  

on a training dataset5 (G. James et al., 2013). Hereby the maximum likelihood approach is 

used, such that the coefficients correspond as closely as possible to the training data observed 

for every individual. Next, the estimated parameters are used to predict the probability that an 

individual from the testing dataset belongs to a class (P(Y=1)). These probabilities can then 

be transformed into class predictions, for instance with the rule that all cases with 

probabilities larger than 0.5 belong to class 1, and all cases with probabilities smaller than 0.5 

belong to class 0. The predictions are then compared to the observed outcome values in the 

testing dataset6. 

 One coefficient of LR can only compare two categories of a variable even if that 

variable has more than two categories. Therefore, LR estimates multiple coefficients when 

dealing with a variable that has multiple categories: One of the categories of that variable is 

determined to be the reference category and for all other categories, a coefficient is estimated 

that compares this category against the reference category. For that reason, with LR the 

number of coefficients that needs to be estimated can largely exceed the number of variables. 

In order to reduce the number of coefficients that need to be estimated, parameter shrinkage 

can be used, which means that the coefficients of the less contributive variables are shrunken 

towards zero. The more parameters are shrunken, the more the variance is reduced (which 

comes with an increase in bias). Three shrinkage methods are available (G. James et al., 

2013). The first option is ridge regression, in which variables that have little contribution are 

shrunken close to zero. When using ridge regression, variance is reduced. However, the 

number of parameters is not reduced, since even for small nonzero numbers, parameters need 

to be estimated. The second option is lasso regression. In lasso regression, variables that have 

 

4 A classifier is an algorithm that can assign a categorical class label to an observation. 

5 The training dataset is one part of the original dataset. It is used to obtain parameter estimates. 

6 The testing dataset is the other part of the original dataset. It provides an unbiased evaluation of the model 

predictions.  
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little contribution are shrunken to be exactly zero. As a consequence, variance is reduced and 

less parameters need to be estimated. The third option is elastic net regression, which is a 

combination of the first two options: Coefficients with the smallest contribution are shrunken 

to be exactly zero, while coefficients with a slightly larger contribution are shrunken to be 

close to zero. 

 

Classification tree models 

 Classification tree models are hierarchical decision trees which divide the feature 

space7 according to splitting rules (G. James et al., 2013). An example of a splitting rule is: “If 

a value on variable X is smaller than the threshold T, take the left branch; if a value on 

variable X is equal to or larger than T, take the right branch”. The variable X and the 

threshold T are determined on the training set by maximizing the Gini gain. In order to 

explain the Gini gain, the Gini impurity needs to be introduced first. The Gini impurity is 

calculated based on the probability that a randomly chosen datapoint is misclassified when 

classifying according to the class distributions in the dataset (suppose there are four green 

objects and three red objects in a bowl; then the probability of misclassifying a green object is 

3
7⁄  ). At a particular node8, the Gini impurity is defined as: 

𝐺𝐼 = ∑ 𝑝(𝑗) ∗ (1 − 𝑝(𝑗))
𝐶

𝑗=1
, 

where C is the number of classes and p(j) is the relative frequency of class j in the data. A 

perfect Gini impurity has the value 0, and means that at a certain node, the probability of 

wrongly classifying a randomly chosen datapoint according to the class distributions is 0. The 

Gini gain then is the reduction in Gini impurity when a split is made, calculated by weighting 

the Gini impurity of each branch by how many elements there are in it. At each node, the 

threshold for the split of the node is determined such that the Gini gain becomes as large as 

possible (Oh et al., 2003). This process is followed until the last node. Based on this decision 

tree, predictions can be made for the testing data. Last, the predictions can be compared to the 

observed outcome values of the testing set, in order to determine the predictive ability of the 

tree. An example of a classification tree is shown in appendix A. 

 

7 The feature space of a dataset is a space that has as many dimensions as there are variables in the dataset. Each 

observation of a variable is represented as a point in the feature space. 

8 The point in a tree at which a split is made on a variable is called a node (for an example, see the boxes in 

figure A1).  
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Random Forest 

 RF has been introduced by Breiman (2001) and is a statistical learning method that 

builds multiple decision trees using two rules. The first rule is called bootstrap aggregation. It 

states that the individual trees are not built on every observation of the training dataset. For 

every tree, a sample of the same size as the original training set is drawn from the whole 

training set randomly with replacement. Thus, every tree is built on a different training set, 

which reduces the variance of the predictions. The second rule is that at each split of the tree, 

the next predictor is not chosen from all predictors available but from a random sample of m 

predictors. The reason for this is that if the next predictor is chosen from all predictors and 

one of them is very strong, this one will be chosen as the first predictor in most trees. As a 

result, the trees built will be very similar to each other, which reduces the advantageous effect 

of building multiple trees (Breiman, 2001). In contrast, by choosing only from a subsample m 

of predictors, the trees are more divers. After growing all trees according to these two rules, 

the trees can be used on the training dataset. Per observation, the category that is most often 

predicted by these trees is used as the prediction of RF. 

 

Boosted Classification Trees 

 BCT have originally been proposed by Friedmann (2001). The idea of boosting is that 

multiple models that are averaged into one are more likely to yield correct predictions than 

one single model (Elith et al., 2008; Lawrence et al., 2004). Thus, like RF, a BCT is a 

combination of multiple trees. However, in contrast to RF, the trees are not grown 

simultaneously but sequentially in BCT: New trees are built using information from 

previously grown trees (G. James et al., 2013; Natekin & Knoll, 2013). This is done by 

assigning less weight to the accurately classified instances and more weight to the 

inaccurately classified instances of the current tree. Due to these assigned weights, the next 

tree then will focus on correctly classifying those datapoints that have been wrongly classified 

in the previous tree. This process continues until the last tree. Afterwards, the trees are 

combined: For each observation, the predicted final class is given by a weighted average of 

the different trees. The weights are now distributed the other way around: More weight is 

given to those trees that have produced less error, and less weight is given to those trees that 

have produced more error. The goal thereby is to minimize the distance between the observed 

values and the prediction of the tree. 
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Processing of the data 

The data was available in the MySQL database of the Criminological Service of Saxony9. It 

was collected in order to evaluate the juvenile penalty system, which is prescribed by law 

(Hartenstein et al., 2016). The tables that were of interest for the current study originally 

included 663 observations of 840 variables. All analyses were carried out in R (R Core Team, 

2014). In order to assure anonymity, the official identification numbers referring to the YO 

were never downloaded from the database. They were only used for joining the tables on the 

server side before the data was downloaded. 

 

The total dataset 

The dataset included male YO who have been detained in the YOI of the German 

federal state of Saxony in Regis-Breitingen. Female YO could not be included because they 

are placed in another location and different data is collected for them. Furthermore, only YO 

who were in the YOI for at least 183 days (half a year) could be included because only then 

most of the data was collected. Another inclusion criterion was applied with regard to the time 

frame. The year 2013 was chosen as a start date, because the central registry10 data was 

available only from then on. However, due to privacy reasons, central registry data can be 

deleted if someone has not recidivated within five years. Thus, it could have been the case 

that the criminal record of someone who was released in 2013 and got a new criminal record 

entry until May 2014, was deleted by Mai 2019 (when the central registry data was obtained). 

Before carrying out the analyses, this was checked by calculating the recidivism rates for all 

cohorts11. Since the recidivism rate for the cohort of 2013 was not lower than the recidivism 

rates of the other cohorts, it was assumed that no (or at least not a lot of) recidivism data had 

been deleted from the cohort of 2013. Therefore, the cohort of 2013 was kept in the analyses. 

The year 2016 was chosen as the end date, because central registry data is available until then 

(and because it allows for an observation time of two years, see below). In total, 663 YO met 

these inclusion criteria. 

 

9 The Criminological Service of Saxony is a department of the penal system in Saxony that accompanies and 

evaluates the penal system scientifically. 

10 The central registry belongs to the Federal Office of Justice. It is accessible by the police and individuals can 

request their criminal record. Additionally, it can be requested for research purposes. 

11 The recidivism rates for the cohorts 2013, 2014, 2015 and 2016 were 0.57, 0.53, 0.57 and 0.54 respectively. 
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Data was retrieved from six tables that concerned YO sentences. The first table 

contained demographic and general information (DGI) about the YO. From the second 

table, the types of crimes committed by the YO (CC) were added to the dataset. The third 

source of information was the Social Workers Release Questionnaire (SWRQ), a 

questionnaire that contained professional estimations of items concerning the coping style and 

situation of the YO. Fourth, variables from the Intervention Questionnaire (IQ) were added 

to the dataset. This questionnaire contained information rated by a professional regarding the 

interventions that the YO participated in, including the degree to which the intervention goals 

were successfully met. The fifth source of information was the Release Questionnaire (RQ). 

This questionnaire was filled in by the YO on a voluntary basis. It measured different aspects 

of the YO’s own view of his life and of his release situation.  

 The sixth table contained the outcome criterion. It was created with information 

obtained from the German Bureau of Criminal Records (CR), including 68 variables with 

different recidivism information about the YO (when/ how he recidivated). From these 

variables, a binary outcome variable was calculated that contained the information whether a 

new entry to the criminal record of the YO was made (i.e. a crime was committed after the 

YO was released from the YOI) within two years after his release. This variable was added to 

the dataset. The reason for choosing a time frame of two years was that it allowed for the 

cohort released in 2016 to be included in the analysis. Literature on recidivism in YO has 

consistently shown that the longer someone has not recidivated, the smaller the probability is 

that he or she will recidivate in the future. In an observation period of twenty years, the vast 

majority recidivates within five years (Stelly & Thomas, 2005), and that in an observation 

period of five years, the vast majority recidivates within three years (Jehle et al., 2016). 

Therefore, it was expected that an observation time of two years was reasonable. 

 

Cleaning of the dataset 

 Respondents for which whole questionnaires were missing by fault (thus, all except 

for the voluntary RQ) were removed from the dataset. For one case, both SWRQ and IQ had 

not been filled in. For nine cases, only the information assessed by SWRQ was lacking. For 

seven cases, only the IQ had not been filled in. Furthermore, for three cases, the CR 

information whether the YO recidivated within two years was lacking. In total, 20 

respondents were eliminated from the dataset, such that the number of YO included in the 

analysis amounted to 643. The voluntary RQ had not been filled in by 170 YOs. Data 
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imputation was used for these, see below. Additionally, the information whether a YO took 

part in an intervention was missing by fault three times. For these, the variable whether they 

began participation in the intervention was filled in, because it was assumed that they were 

more likely to start the intervention if they had a need to. 

Table 2 shows the number of variables included in the current study after different 

steps of transformation. Originally, these tables contained 840 variables in total. Out of these, 

285 variables were selected as relevant for the current dataset. Variables not selected were for 

instance text variables, comments, identification numbers, entry date and variables referring 

to the person who entered the data. Furthermore, some questionnaires had been updated in the 

end of 2014. Only the variables that were assessed in both versions were kept. Last, some 

variables were originally included in two tables and these were only once selected for the 

current dataset. 

From the selected variables, some were combined with each other (see table 2). For 

instance, from the variables that contained the date of birth12, date of entry and date of release 

from the YOI, two new variables were calculated: The amount of days spent in the YOI and 

age on the day of release. Furthermore, some information was documented in two different 

tables throughout the years. Thus, some variables were combined into one. The RQ contained 

groups of continuous variables that assessed different aspects of the YO’s lives (for instance 

the evaluation of the release situation, see appendix F). After rescaling all variables into the 

same direction (1 = low and 5 = high), for every area of life one variable was calculated that 

averaged all variables measuring that life aspect. This was done without considering missing 

values. Thus, if a YO filled in only some of the questions assessing one life area, the mean of 

the variables that he filled in was taken as the value for that life aspect. The reason for this 

was that the combination of these variables was assumed to bring less noise to the data than 

data imputation. Likewise, the different areas of what a YO reached in the YOI were added 

up. 

 

Recoding of the variables 

 For the categorical variables, the goal of recoding was to reduce the number of 

coefficients for which prediction was needed while losing as little information as possible. 

First, the categories “not relevant” and “not known” were combined into one. Second, 

 

12 A random number between -10 and 10 was added to the dates, in order to ensure anonymity. 
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variable categories were combined as in Jehle et al. (2016): “no” and “rudimentary” were 

combined into one category, as well as “almost” and “fully”. Third, two categories were made 

for the different reasons for not beginning a treatment: One if the YO was “not willing or able 

to”, since poor treatment motivation, low intellectual capabilities and aggression during 

treatment have been proposed to be predictive of recidivism (Cottle et al., 2001; Farrington et 

al., 2016; Harder et al., 2015; Mulder et al., 2011). The other category was made for responses 

that have not yet been proposed to be predictive of recidivism, for instance if the treatment 

was currently not offered in the YOI. Since only a small number of YO were not born in 

Germany, they were combined into one codification. Furthermore, the question whether they 

were in contact with their probation assistant had three categories: “No”, “yes in writing” and 

“yes in person”. The two “yes” categories were combined, because only 25 YO were in 

contact with their probation assistant in person. Additionally, for the variable whether a YO 

“had work or vocational training after release”, work and vocational training were combined. 

This was done for both a practical and a theoretical reason. The practical reason was that 

missing values were imputed for this variable, and imputation of five distinct categories is 

likely to introduce a high degree of noise. The theoretical reason was that work and vocational 

training have been proposed to be protective factors due to the provision of stability and 

structured daily routines (Wößner & Wienhausen-Knezevic, 2013). These properties are 

present in both work and vocational training.  

In order to make the coefficients of LR more easily understandable, the same 

codification was used for all variables. For “no information available”, a -1 was used. “No”-

answers were coded with a 0. “Yes”-answers were coded with a 1 (or above, if there were 

different degrees of strength). 

 

New variables 

As a next step, new variables were calculated in order to reduce the information lost 

when variables with near zero variances were excluded (see table 2). With regard to CC, one 

variable was calculated that added up all categories of crimes committed by one YO. 

Regarding IQ, the dataset contained the information whether a YO had a need to participate 

in, began participation in, dropped out of, reached the goals of and after release needs to 

participate in 19 different types of interventions. Since only a subset of YO took part in a 

certain treatment, new variables were created that combined the total amount of intervention 

categories applicable per YO. Furthermore, a new variable was created that added up the self-
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assessment of what they reached during their time in the YOI. These seven new variables 

were added to the dataset.  

 

Table 2 

Number of variables included in the current study from the six tables after selecting and 

combining variables, adding new variables and eliminating variables with near zero variance 

 DGI  CC SWRQ IQ RQ CR total 

original 64 92 79 144 393 68 840 

selected 4 13 35 133 99 1 285 

combined 3 10 29 95 20 1 158 

new 

variables 

3 11 29 100 21 1 165 

near zero 

variance 

3 8 26 79 21 1 138 

 

Near zero variance 

A variable has a near zero variance if the vast majority of its observations share the 

same value (Kuhn, 2008). This variable contains little information but increases the model 

complexity. Therefore, variables with near zero variances are often excluded when the goal is 

to make predictions. In this thesis, the default settings of the R-package “caret” were used to 

exclude variables with near zero variance: A variable was defined to have near zero variance 

if two conditions were present (Kuhn et al., 2020). The first condition was present if the ratio 

of the most common value to the second most common value that was larger than 95 to five. 

The second condition was present if less than ten percent of the values were distinct from the 

total sample. 27 variables were eliminated due to variances near zero. In total, the dataset 

consisted of 138 variables (137 predictors and one outcome variable). 

 

Variable imputation 

 170 YO (26.44%) did not fill in the RQ at all, and those who did fill it in did not 

answer all questions. In order to impute unbiased values based on the variables that are 

available, the data needs to be completely missing at random13 or missing at random14 

 

13 Data is completely missing at random if observations that contain missing values are a random subset of 

observations that contain no missing values. 

14 Data is missing at random if the probability that an observation contains missing values depends on other 

variables available in the dataset. 
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(Donders et al., 2006). A two-sample t-test revealed that at an alpha level of 0.05 there was no 

difference in recidivism between those YO who filled in the RQ and those who did not 

(t(295.99) = -1.05, p = .30). It was possible that whether a YO filled in the RQ was dependent 

on unobserved characteristics like motivation or social desirability, and there was no way to 

find out if this was in fact the case (Jakobsen et al., 2017). However, the possibility that some 

noise was added to the data was preferred over the possibility of not considering the RQ 

variables at all15. 

 Before imputing missing values, the following procedure was carried out to 

determine the best imputation method for every individual variable M that contained missing 

data. First, the proportion of datapoints that was missing for M was eliminated from the 

observed values of M in order to obtain a testing dataset for the imputation methods. Second, 

these eliminated datapoints were imputed by applying the methods most commonly used for 

data imputation. For the continuous variables, pmm16, sample17, cart18, RF, norm19 and 

hotdeck20 were used. For the categorical variables, LR, sample, cart and RF were used. For the 

variable with three categories, polyreg21, sample, cart and RF were used. In order to ensure 

reproducibility, a fixed seed22 was set. Ten iterations were carried out five times. Third, the 

imputations of the different methods were compared to the datapoints that had been 

eliminated in order to find the imputation method that yielded the best predictions for variable 

M. For continuous variables, the best prediction was defined as the one that showed the 

highest correlation with the observed values. For categorical variables, the best prediction was 

defined as the one that showed the highest accuracy when compared to the observed values. 

The calculations were carried out using the R-packages VIM (Templ et al., 2020) and mice 

(van Buuren et al., 2020). 

 

15 An elimination of all YO who did not fill in the RQ would only be appropriate if the data was missing 

completely at random. 

16 predictive mean matching: produces a set of possible imputation values and subsequently imputes the value 

that fits best based on other variables 

17 sample: imputes a random sample from the observed values 

18 Classification And Regression Tree: uses a single tree model for imputation 

19 norm: uses Bayesian linear regression 

20 hotdeck: imputes the observed value of a respondent similar on other variables 

21 Polytomous logistic regression: uses multinomial logistic regression 

22 Throughout the study, a seed of 1902 was set for every calculation that depended on a random number 

generator 



21 

 

 Subsequently, the imputation method that yielded the best prediction for variable M 

was used to impute the real missing data for variable M. Again, ten iterations were carried out 

five times. For the continuous variables, the mean of the five prediction results was used as 

imputed data. For the categorical variables, the majority vote of the five predictions was used 

as imputed data. For an overview of the chosen methods and the accuracy/ correlation with 

the observed values see appendix B.  

 

Class imbalance 

The overall recidivism rate within two years in the current sample was 0.55. Thus, a 

problem of class imbalance occurred, which means that the classification categories are not 

approximately equally represented (Chawla, 2005). An imbalance of 0.55/ 0.45 is considered 

small, especially compared to other real-world problems as for instance fraud detection (Wei 

et al., 2013). However, it was possible that this imbalance would have an effect on how well 

the minority class was predicted (Japkowicz, 2000). This was due to the fact that if the 

methods predicted “recidivism” for all YO, the accuracy was already 55%. Therefore, the 

methods might have been biased towards predicting the majority class (recidivism; Akbani et 

al., 2004). 

 The problem of class imbalance is often addressed by using a resampling method in 

order to balance the class distribution of the training set. There are two different resampling 

approaches: oversampling and undersampling (Kotsiantis et al., 2006). In oversampling, the 

number of observations in the minority class are increased. This is either done by simply 

replicating the minority class observations or by creating new, synthetic minority class 

observations that follow the structure of the observed ones (Chawla et al., 2002). The major 

disadvantage of oversampling is that it changes the data structure of the minority class. In 

undersampling, observations from the majority class are randomly eliminated (Kotsiantis et 

al., 2006). The major disadvantage of undersampling is that valuable information of the 

majority class might be lost. However, since the imbalance was small in this case, only a 

small number of datapoints had to be eliminated. This option was preferred over changing the 

data structure of the minority class. Therefore, undersampling was considered a better 

solution than oversampling. 

 In order to find out if the methods indeed profit from an undersampled training 

dataset, the analyses were carried out twice: once with the original training dataset and once 

with a randomly undersampled training dataset. The undersampled dataset was created by 
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randomly eliminating 44 observations from the original training dataset, so that both 

recidivism and nonrecidivism were observed 191 times in the undersampled training dataset. 

Due to the fact that the testing dataset does not have an influence on the predictions, the same 

testing dataset was used for both analyses. 

 

Analyzing the data 

Testing and training dataset 

In order to compare LR, RF and BCT in terms of how well they can predict 

recidivism, the dataset was randomly divided: 66% of the data was used as the training dataset 

and 34% of the data was used as the testing dataset. The training and testing datasets were the 

same for all classification methods in order to reduce randomness. The imbalanced training 

dataset contained 426 YO. The balanced dataset contained 382 YO. 

 

Model tuning 

 LR, RF and BCT all make use of different hyperparameters, which are explained in 

appendix C. Since model performance depends on the chosen values for the hyperparameters 

(Huang & Boutros, 2016; Tantithamthavorn et al., 2016), all models were tuned. Two 

approaches of model tuning were applied. First, the 20 default values calculated by the R-

package “caret” were used, since its default values generally work well (Kuhn et al., 2020). 

Second, a manual grid search was carried out. All hyperparameters were compared using 

fivefold cross validation on the training dataset, repeated three times. The optimal 

hyperparameters were defined to be those that maximize the average area under the Receiver 

Operating Characteristic Curve. These analyses were carried out using the R-package “caret” 

(Kuhn et al., 2020). All hyperparameters that were tried out and the values that were chosen 

can be found in the appendix C. 

 

Testing the predictions 

 Which method makes the best predictions depends on the performance measure used 

(Flach & Kull, 2015). Accuracy is an overall performance measure, taking into account true 

positives as well as true negatives, but neither false positives nor false negatives (see table 3). 

For that reason, it is often a misleading evaluator (Jordaney et al., 2016). Instead, precision, 

recall and F1 were used for model evaluation in this paper. Precision is the proportion of 

predicted positives that were observed as positives. Recall is the proportion of observed 
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positives that were correctly predicted as positives (= sensitivity). F1 combines precision and 

recall and is a popular method in model testing. These performance measures show different 

results depending on which class is the one of interest (which is the positive class, see table 

3). Therefore, performance measures were calculated both for recidivism and for non-

recidivism as the positive class. 

 In order to compare the performance measures for LR, RF and BCT, a data frame was 

created for each of the three methods containing the pairs of observed and predicted values. 

Subsequently, 1000 bootstrapped23 samples were drawn from this data frame (Hothorn et al., 

2005), that were of the same size as the original testing dataset24. Based on these samples, 

95% confidence intervals were calculated. 

 

Table 3 

Confusion matrix 

 observed 

positive 

observed 

negative 

predicted 

positive 

A B 

predicted 

negative 

C D 

 

 Additionally, the Area Under the Receiver Operating Characteristic curve (AUC-

ROC) was used in order to compare the performance of the methods. An AUC-ROC is a 

comparison of the true positive rate against the false positive rate (Powers, 2011). A perfect 

classifier has an AUC-ROC value of 1 (100% true positive and 0% false positive). When 

classes are equally balanced, a random classifier has an AUC-ROC value of 0.5 (50% true 

positive and 50% false positive). In order to compare the AUC-ROC values, 16 samples of the 

data frame of observed and predicted values were bootstrapped (the samples were again of the 

same size as the training dataset). Subsequently, standard deviations were calculated and 

shown in a boxplot. 

 

23 Bootstrapping means repeatedly sampling observations from the original dataset randomly with replacement. 

24 All bootstrapped samples used for evaluation were of the same size than the original testing dataset. 
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Variable importance 

 In order to find predictors of recidivism, variable importances needed to be calculated 

for the three models. For LR, the absolute values of the model coefficients were used as 

variable importances. As explained above, even if a variable has more categories one 

coefficient in LR only compares two of them. Consequently, variable importances for 

variables with more than two categories in LR also compare only two categories. Since LR in 

this paper was used as a penalized model, interpretation of the actual values of the coefficients 

was not meaningful (Goeman, 2010). However, variable importances can be assessed by 

comparing these coefficients. The predictor variables were standardized in order to make the 

variable importances scale independent. They were calculated using the R-package “caret” 

(Kuhn et al., 2020). 

 For RF and BCT, one standard procedure is to average the mean decrease in Gini 

impurity over all trees for every predictor (Oh et al., 2003). However, this approach has been 

found to result in variable importances that are biased towards collinear variables, continuous 

variables and categorical variables with a high number of categories (Strobl et al., 2008). 

Independent variables are collinear if they are linearly related with each other (D’Ambra & 

Sarnacchiaro, 2010). While collinearity does not affect model fit or prediction for LR, RF or 

BCT, it can become an issue with variable selection (O’Brien, 2017). Instead, for RF a 

method that calculates variable importance and that can cope with collinear variables is 

conditional permutation (Strobl et al., 2008). In this approach, permutation stands for 

randomly shuffling the responses of the predictor variable Xj, whereby the original 

relationship between the two variables is broken. Prediction accuracy of the model is then 

calculated twice: Once including all original predictor variables, and once including all 

predictor variables but instead of the original variable Xj including the permuted variable Xj. 

The variable importance then is the difference between these two model accuracies averaged 

over all trees (Strobl et al., 2009). This procedure is carried out for every variable. However, 

this approach yet leads to higher variable importances for variables that are collinear. Here, 

the conditional part of conditional permutation comes in: The predictor variable is only 

shuffled within the same splits on the tree. Thereby, the correlational structures between Xj 

and the predictor variables are kept (Strobl et al., 2009). Conditional permutation importance 

was calculated using the R-package “party” (Hothorn et al., 2020). 

 For BCT, conditional permutation was not yet available when this paper was written. 

Therefore, permutation importance was calculated without keeping the original correlational 
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structures. In order to allow a discussion on variable importance, variance inflation factors 

were calculated for the important variables selected by BCT. Variance inflation factors are a 

calculation of the degree to which an independent variable is collinear with the other 

independent variables. A cut-off of ten was applied (O’Brien, 2007). 

 As it is the case for penalized LR, the absolute values of both permutation and 

conditional permutation are not interpretable either (Strobl et al., 2008). Therefore, the cut-off 

values for the variable importances were determined based on the variable importance plot: 

Those variables that had a substantially higher variable importance than the other variables 

were selected (Smith et al., 2015). 

 

Partial dependence plots 

 In order to understand the relationship between the predictors and recidivism, partial 

dependence plots were created for the most important variables of each method. A partial 

dependence plot visualizes the relationship between a predictor and the outcome, 

marginalized over the other predictors (Greenwell, 2017). For instance, in order to create a 

partial dependence plot for a binary predictor variable B containing the values “B1” and “B2”, 

the following process is carried out (Friedman, 2001). First, the value “B1” is inserted in the 

dataset for every observation of the variable B. Second, the trained model is used to make 

predictions on the whole dataset, including the modified B variable. Third, the average 

prediction over all observations is plotted as the partial dependence for the value “B1”. 

Subsequently, the same is done for “B2”: The value “B2” is inserted for all observations of B, 

predictions are made on the modified dataset, and the average prediction for that dataset is 

plotted as partial dependence for the value “B2”. For variables with more than two categories, 

the same process is followed for every category. For continuous variables, a grid is 

determined within which the predictions are made.  

 

Descriptive statistics 

 The mean age of the YO on the release day in the training dataset was 21.67 years 

(standard deviation (SD) = 1.91). On average, they spent 450.00 days in the YOI (SD = 

224.16). 388 of the YO were born in Germany and 38 of the YO were born in another 

country. Table 4 shows the sorts of crimes committed by the YO from the training dataset. 

The recidivism rate within two years in this sample was 0.55.  
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Table 4 

Crimes committed by the YO before they went to the YOI (training dataset) 

violation of number 

chapter 17 GCC (offences against physical integrity) 179 

chapter 18 GCC (offences against personal liberty) 50 

chapter 19 GCC (theft and misappropriation) 240 

chapter 20 GCC (robbery and extortion) 108 

chapter 22 GCC (fraud and embezzlement) 96 

Road Traffic Regulations 51 

Narcotics Act 60 

Note. Some YO have committed crimes of multiple crime categories, therefore the total 

number of crimes committed exceeds the total number of YO included in the training dataset 

(N = 426). GCC: German Criminal Code. 

 

Results 

Evaluation of the models 

Imbalanced dataset 

With regard to the prediction of recidivism, the mean prediction performances of LR 

and BCT yielded slightly higher results than that of RF (see table 5). Concerning the 

prediction of non-recidivism, the mean prediction performance of BCT yielded slightly higher 

results than that of LR and RF. Taking into account the 95% confidence intervals, model 

differences were not significant. This is also shown by the overlapping AUC-ROC values for 

the prediction of recidivism of the models (see figure 1). This was not according to the 

expectations.  

The F1-values for the prediction of recidivism were significantly higher than the base 

rate of 0.55 (see table 5). The F1-values for the prediction of non-recidivism did not 

significantly differ from the base rate of 0.45. All models had AUC-ROC values below 0.7, 

which is considered poor in the scientific community (Mandrekar, 2010).  
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Table 5 

Model evaluation on the imbalanced dataset 

 recidivism  non-recidivism 

 precision recall F1  precision recall F1 

LR 0.60 ± 0.08 0.81 ± 0.07 0.69 ± 0.06  0.57 ± 0.13 0.32 ± 0.09 0.41 ± 0.10 

RF 0.60 ± 0.08 0.77 ± 0.08 0.67 ± 0.06  0.56 ± 0.13 0.36 ± 0.10 0.44 ± 0.10 

BCT 0.61 ± 0.08 0.79 ± 0.07 0.69 ± 0.06  0.59 ± 0.12 0.37 ± 0.10 0.46 ± 0.10 

Note. The 95% confidence intervals were calculated by bootstrapping pairs of observed and 

predicted values 1000 times (see method section). 

 

Figure 1 

Comparison of the AUC-ROC of the different methods (bootstrapped imbalanced dataset) 

 

Note. The standard deviation was calculated by bootstrapping pairs of observed and predicted 

values 16 times (see method section). 

 

For the prediction of recidivism, recall was higher than precision for all models. For 

the prediction of non-recidivism, precision was higher than recall for all models. Thus, the 

models predicted the recidivism class more often than that they predicted the non-recidivism 

class. An examination of the predictions of the models showed that 73% of YO were 

predicted to recidivate with LR. Thus, compared to the recidivism rate of 55% in this sample, 

18% too many YO were predicted to belong to the recidivism class. With RF and BCT, 68% 

and 66% of YO were predicted to belong to the recidivism class respectively. Thus, the 

models were biased towards predicting the majority class. Hereinafter, the results of the 

balanced dataset are addressed. 
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Balanced dataset 

With regard to the prediction of recidivism, the mean prediction performances of LR 

and BCT were slightly higher than that of RF on the balanced dataset (see table 6). Regarding 

the prediction of non-recidivism, the mean prediction performance of RF was slightly higher 

than that of LR and BCT. Taking into account the 95% confidence intervals, model 

differences were not significant. The AUC-ROC values for the prediction of recidivism also 

show non-significant model differences (see figure 2). This was not according to the 

expectations. Additionally, the 95% confidence intervals of all F1-values included 0.5, which 

was the base rate for the balanced dataset. Thus, on the balanced dataset the models did not 

perform significantly better than the chance level. 

 

Table 6 

Model evaluation on the balanced dataset 

 recidivism  non-recidivism 

 precision recall F1  precision recall F1 

LR 0.62 ± 0.10 0.53 ± 0.10 0.57 ± 0.08  0.50 ± 0.10 0.59 ± 0.10 0.54 ± 0.08 

RF 0.60 ± 0.10 0.43 ± 0.08 0.50 ± 0.08  0.48 ± 0.09 0.65 ± 0.10 0.55 ± 0.08 

BCT 0.60 ± 0.09 0.54 ± 0.09 0.57 ± 0.08  0.50 ± 0.09 0.56 ± 0.10 0.52 ± 0.08 

Note. The 95% confidence intervals are calculated by bootstrapping pairs of observed and 

predicted values 1000 times (see method section). 

 

Figure 2 

Comparison of the AUC-ROC of the different methods (bootstrapped balanced dataset) 

 

Note. The standard deviation was calculated by bootstrapping pairs of observed and predicted 

values 16 times (see method section). 
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Variables relevant for the prediction of recidivism 

 Below, the three most important variables selected by each method on the imbalanced 

dataset are discussed. The most important variables were determined by selecting those that 

had a substantially higher variable importance than the other variables, which for all models 

were three variables (see appendix D). The proportions of YO who recidivated and YO who 

did not recidivate on the training dataset are shown in table 7. A description of all variables is 

found in appendix F. 

 

Figure 3 

The three most important variables for all models on the imbalanced dataset 

 

 

Logistic Regression 

 The most important variable for LR was i_mantran_discha0 (see figure 3). This 

variable measured whether a YO was in need to continue structured transition management 

after release. As explained above, the importance of LR compares only two categories against 

each other. The 0 behind the variable i_mantran_discha tells that category “no need” (0) was 

compared against the category “not relevant or known” (-1), which was the reference 

category. LR more often predicted recidivism for YO for whom the information was “not 

relevant or known” than for YO who had “no need” in structured transition management (see 

figure 4). The second most important variable for LR was age: Older age was negatively 

related with recidivism. The third most important variable for LR was p_school1. P_school 

was an estimation by a professional regarding the question whether the YO had a place in 

school after release. LR more often predicted recidivism for those YO who “probably” had a 

place in school (1) than for those for whom the information was “not relevant or known” (-1; 

reference category). 
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Figure 4 

Partial dependences for the prediction of recidivism for the three most important variables 

selected by LR 

 

Note. The partial dependences are plotted on the probability scale. Thus, the y-axis represents 

the probability that the recidivism class is predicted. The base rate for recidivism is 0.55. 

 

Random Forest 

 The most important variable in RF was age. RF more often predicted recidivism for 

YO who were younger than 23 than for YO who were older than 24 (see figure 5). The second 

most important variable was s_worktrain, which was a self-report variable for the question 

whether the YO had work or vocational training after release. RF predicted recidivism more 

often for those YO who stated to “not” (0) have work or vocational training after release than 

for those who stated to have work or vocational training “probably” (1) or “for sure” (2). 

Third, i_deltreat_discon was selected. RF predicted recidivism more often for YO who “did” 

(1, 2) or “did not” (0) discontinue other delict- or problem specific measures. RF less often 

predicted recidivism for those for whom the information was “not relevant or known” (-1). 
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Figure 5 

Partial dependences for the prediction of recidivism for the three most important variables 

selected by RF 

 

Note. The partial dependences are plotted on the probability scale. Thus, the y-axis represents 

the probability that the recidivism class is predicted. The base rate for recidivism is 0.55. The 

small deviances between the line/ points and the base rate are partly due to the small mtry 

hyperparameter selected for RF. At each node, the next variable is only selected out of 2 

randomly chosen variables. Therefore, even the most important variables were not included in 

every tree and differences between variable importances are smaller (the finding that the 

variable importances in RF are more similar to each other than the variable importances in 

BCT can also be observed in appendix D). 

 

Boosted Classification Trees 

 For BCT, as explained earlier, the variable selection method is known to be biased 

towards multicollinear variables. Therefore, the variance inflation factor has to be taken into 

account for these variables. The variance inflation factor for age, s_worktrain1, s_worktrain2 

and days_sentence were 4.16, 4.69, 6.78 and 6.04 respectively. Thus, all values were below 

the cut-off of 10 and therefore the variables were interpretable (O’Brien, 2007). 

 For BCT, the most important variable was age. As in RF, recidivism was more often 

predicted for those YO who were younger than 23 than for those who were older than 24 (see 

figure 6). The second most important variable was s_worktrain. As in RF, recidivism was 

more often predicted for those who stated to “not” (0) have work or vocational training after 

release than for those who stated to have it “probably” (1) or “for sure” (2). The third most 

important variable was days_sentence. YO who spent between 230 and 466 days in the YOI 

were more often predicted to belong to the recidivism class than YO who spent a shorter or a 

longer time in the YOI. The majority of YO spent this range of days in the YOI (see figure 7). 
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Figure 6 

Partial dependences for the prediction of recidivism for the three most important variables 

selected by BCT 

 

Note. The partial dependences are plotted on the probability scale. Thus, the y-axis represents 

the probability that the recidivism class is predicted. The base rate for recidivism is 0.55. 

 

Figure 7 

Density plot of the variable days_sentence (observed) 
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Table 7 

Proportions of YO who recidivated and who did not recidivate (the training dataset) 

variable non-recidivism recidivism total 

i_mantran_discha PA: after release, planned continuation of structured transition management 

-1 = not relevant or 

known 

18 (9.4%) 30 (12.8%) 48 (11.3%) 

0 = not necessary 96 (50.3%) 75 (31.9%) 171 (40.1%) 

1 = necessary but not 

planned 

35 (18.3%) 56 (23.8%) 91 (21.4%) 

2 = necessary and 

planned 

42 (22.0%) 74 (31.5%) 116 (27.2%) 

age age on day of release in years 

mean (SD) 22.003 (1.978) 21.397 (1.815) 21.669 (1.911) 

p_school PA: after release, has a place in school 

-1 = not relevant or 

known 

95 (49.7%) 81 (34.5%) 176 (41.3%) 

0 = no 89 (46.6%) 130 (55.3%) 219 (51.4%) 

1 = probably 2 (1.0%) 14 (6.0%) 16 (3.8%) 

2 = yes 5 (2.6%) 10 (4.3%) 15 (3.5%) 

s_worktrain SE: after release, has work or vocational training 

0 = no 42 (22.0%) 93 (39.6%) 135 (31.7%) 

1 = probably 85 (44.5%) 89 (37.9%) 174 (40.8%) 

2 = yes 64 (33.5%) 53 (22.6%) 117 (27.5%) 

days_sentence number of days spent in young offender institution 

mean (SD) 458.084 (229.308) 443.434 (220.163) 450.002 (224.162) 

i_deltreat_discon PA: discontinued other delict- or problem specific measures 

-1 = not relevant or 

known 

76 (39.8%) 74 (31.5%) 150 (35.2%) 

0 = no 105 (55.0%) 138 (58.7%) 243 (57.0%) 

1 = yes due to YOI 4 (2.1%) 12 (5.1%) 16 (3.8%) 

2 = yes due to YO (not 

willing or able) 

6 (3.1%) 11 (4.7%) 17 (4.0%) 

Note: N = 191 in the non-recidivism class, N = 235 in the recidivism class, N = 426 in total. 

PA: professional assessment, SE: self-estimated. 

 



34 

 

Discussion 

Model comparison 

The first goal of this paper was to compare LR, RF and BCT in terms of how well they 

can predict recidivism. The results showed that method performances did not differ from each 

other. Therefore, the hypotheses were not confirmed: RF did not yield substantially better 

predictions than LR, and BCT did not yield better predictions than RF. This finding is not in 

concordance with earlier research showing that RF often outperforms LR in terms of 

prediction (Couronné et al., 2018). Neither is this finding in concordance with earlier research 

showing that BCT often outperforms LR (Roe et al., 2006). Instead, the results seem to 

support research stating that modern machine learning methods do not show an advantage 

over LR when predicting recidivism (Tollenaar & van der Heiden, 2013). However, the fact 

that all models performed poorly suggests that the data contained little information about the 

outcome criterion. Therefore, a reconsideration of the study is needed before any hard 

conclusions can be drawn. 

 

Poor model performance 

One possible reason for poor model performances could be an imbalanced dataset. If 

the models are biased towards predicting the majority class, prediction of the minority class 

becomes poor (Japkowicz, 2000). The results in the current study showed that on the 

imbalanced dataset, all models were biased towards predicting the majority class. On the 

balanced dataset, predictions of all models improved for the non-recidivism class, thereby 

reducing prediction performance for the recidivism class. Overall model performances were 

poor on both datasets. Therefore, the possibility that low model performance was due to the 

imbalanced dataset can be ruled out. 

Another possible reason for poor model performances is that important predictors for 

recidivism were lacking in the dataset. One indication for this is that the most important 

variables were quite different for the three methods: If some variables had been much more 

important than others, it would have been expected that they would have been chosen by all 

models (see appendix D). When looking back at table 1, out of the risk factors that are widely 

accepted in the scientific community only one was included in the current dataset (age, which 

turned out to be the only variable selected as important by all methods). Therefore, the current 

dataset probably lacked information that is important for the prediction of recidivism in YO.  
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Furthermore, it is probable that the YO included in this study were highly 

heterogenous. The idea that there are different types of YO is widely accepted in the scientific 

community. For instance, Moffitt (1993) suggested that there are two types of YO: Those who 

already show antisocial behavior from childhood on and persist in displaying antisocial 

behavior over the course of their lives, and those who only show antisocial behavior during 

their adolescence. Her research has been replicated in numerous studies, and differences in 

risk factors for offending and recidivism have been found between these two groups 

(Kjelsberg, 1999; Lussier et al., 2012; Moffitt, 2003, 2018; Moore et al., 2017). The same 

applies to the difference between YO who committed sexual and YO who committed violent 

offences: Vast differences have been found between these groups with regard to 

characteristics and recidivism risk factors (Caldwell, 2007; Fox, 2017; Långström, 2002; 

McCann & Lussier, 2008; Mulder et al., 2012; Olver et al., 2009). Thus, another reason for 

poor model performance in this study probably was that different groups of YO were included 

who had various risk factors for recidivism. 

Last, predictive performance is limited on noisy datasets (Haughton et al., 2016), and 

there are a number of reasons why it is probable that the current dataset contained noise. First, 

no scoring criteria were provided for the Social Workers Release Questionnaire. It is likely 

that the different professionals who filled in the questionnaire had different ideas about 

scoring the items, for example regarding the question whether a YO deals with his deed 

seriously. Second, the Intervention Questionnaire is collected within multiple federal states of 

Germany. Since different YOI offer different types of interventions, it is not always clearly 

defined which intervention belongs to which intervention category. Thus, one intervention 

might have been assigned to different intervention categories depending on the professional 

who filled in the questionnaire. For this questionnaire, it could also be that information was 

lost when the variables were recoded: It is possible that the difference between “not relevant” 

and “not known” would in fact have been predictive of recidivism. Third, multiple issues 

emerged regarding the Release Questionnaire. Data imputation is likely to have brought noise 

to the data, which is supported by the relatively small accuracies and correlations with 

available testing data (see appendix B). Furthermore, the validity of self-report data has often 

been discussed in the field of psychology (del Boca & Noll, 2000; Woolley et al., 2004). 

Amongst other things, it depends on the degree of introspection, social desirability and 

motivation of the respondent (Mills & Kroner, 2006; Mook & Scott, 2001), which might vary 

in the current sample. For instance, a YO who has consumed drugs during his stay in YOI 
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potentially has a higher chance of recidivism than a YO who has not consumed drugs during 

his stay (Aebi et al., 2020; Huebner et al., 2007). However, at the same time it is possible that 

a YO who admits that he has consumed drugs has a lower chance of recidivism than a YO 

who does not admit that he has consumed drugs (Aleixo & Norris, 2000). Thus, regarding the 

self-estimated variables, there are contradicting effects that can have relativized each other. 

Finally, one source of error lies in the outcome criterion. The recidivism class does not 

include all YO who recidivated but only those who recidivated and were detected. Therefore 

it is possible that recidivism was predicted correctly in some cases, but that the outcome 

criterion was wrongly observed (Heinz, 2004). In summary, it is assumable that the poor 

prediction performance of the methods was partly due to limited data quality. 

 

Differences between the models 

The models showed no difference in prediction performance, but they differed in 

terms of what variables they often selected for prediction. This is due to the fact that the way a 

method works has an effect on how well a variable predicts the outcome. The largest 

differences were found between LR versus RF and BCT. 

The question that now emerges is which method is the most useful in praxis. The first 

advantage of LR is that main effects can be calculated, while in RF and BCT main effects and 

interaction effects are automatically combined. Even though there is never only one factor 

present in the real world, main effects are well-interpretable and can contribute to the 

understanding of a variable. Furthermore, the scientific community has agreed on a cut-off 

value to determine whether a difference is significant (even though this agreement is arbitrary; 

James et al., 2013). RF and BCT have the advantages that the distribution of the predictors is 

less relevant for their meaningfulness and that they can fit the data more precisely than LR 

(Stoltzfus, 2011). For instance, RF and BCT could fit the distribution of the variable age 

better than LR in the current study (see appendix E). Moreover, they do not only include 

interactions between two variables but also higher order interactions which can yield new 

insights. For RF and BCT, no dummy variables need to be calculated and interpretation of 

variable importance does not depend on the reference category (G. James et al., 2013). 

Another difference between the methods was that RF and BCT seemed to cope with 

imbalance better, because LR was more strongly biased towards predicting the majority class. 

Earlier research has indeed proposed that RF and BCT show better performances on 

imbalanced datasets that LR (Brown & Mues, 2012). If this idea is confirmed in future 
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research, this would add to the advantages of tree-based models over LR when analyzing 

recidivism data. 

In summary, the predictive performance of the methods did not differ in the current 

study, which was possibly due to characteristics of the dataset. Nonetheless, the methods had 

different properties that might be more or less advantageous depending on the research 

question at hand. Thus, prediction performance is not the only factor that determines methods 

suitability. Researchers should be aware of the different properties of the methods and 

depending on the situation choose the one that fits their goal best. 

 

Risk factors of recidivism 

The second goal of this paper was to evaluate the variables included in this study in 

terms of relevance for the prediction of recidivism. Before interpreting the variables, it should 

be noted that the predictors are affected by the limitations of the dataset discussed above. 

Furthermore, the variables were only predictive of recidivism when the methods were biased 

towards predicting the majority class. Therefore, the risk factors that emerged in this study 

should be interpreted as indications rather than firm findings. 

 

Static risk factors 

Overall, age was the most important risk factor for recidivism, being the most 

important predictor in RF and BCT, and the second most important predictor in LR. The 

decreased offence risk of an adolecent developing into adulthood is widely accepted in the 

scientific community (Moffitt, 2018; Sweeten et al., 2013). Furthermore, it is well-explainable 

by biological, cognitive and social factors, as for instance a higher decision making ability, an 

increased impulse control and a decreased exposure to antisocial peers (Chen et al., 2015; K. 

Monahan et al., 2015; Steinberg & Scott, 2003). Thus, young age emerged as a risk factor for 

recidivism, which is well supported by previous literature. 

A shorter time spent in the YOI was the second most important static risk factor in this 

study. In BCT, it was the third most important variable and in LR it was selected as important 

as well (see appendix D). Earlier research has found no relationship between the amount of 

time spent in the YOI and recidivism (Loughran et al., 2009; Walker & Bishop, 2016; 

Winokur et al., 2008). The reason that this variable emerged in this study possibly is that more 

than half of the YO included in this study had committed a theft or misappropriation (see 

table 4), for which YO sentences are comparably low on average, while the recidivism rate is 
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comparably high (Jehle & Heinz, 2003; Naplava, 2012). This would also explain why this 

variable was not included in RF, because the variable whether the YO had committed a theft 

was included in RF instead. Therefore, the crime category whether a YO committed a theft 

possibly was a confounding factor for the prediction of recidivism in this study. 

 

Dynamic risk factors 

The most important dynamic risk factor in this study was if the YO himself said he 

will not have work or vocational training after release. This risk factor was included as 

relevant in all methods and in RF and BCT, it was the second most relevant risk factor. Even 

though this risk factor is not yet well-established in the scientific literature, low commitment 

to work or school has been proposed to be predictive of recidivism in earlier research (Mulder 

et al., 2010). Furthermore, it has been proposed that specific plans after release increase the 

self-efficacy of YO, which might be negatively related to recidivism (Forste et al., 2011). 

Besides, going to work or school after YOI release is regarded as an elementary part of 

reintegration into society (Bouffard & Bergseth, 2008). Hence, the finding that a YO who 

says he has school or vocational training after release has a smaller chance to recidivate falls 

into line with earlier research. 

The same applies to the elevated recidivism probability for YO who only “probably” 

had a place in school, and the slightly elevated recidivism probability for YO who had “no” 

place in school after release (see figure 4). This variable was the third most important variable 

in LR and emerged as important in RF and BCT as well. The finding that recidivism was 

more likely for YO who “probably” had a place in school than for those who had “no” place 

in school cannot be explained by earlier research and possibly occurred due to the small 

sample size in the “probably” category25. Thus, having no or only probably a place in school 

was a risk factor for recidivism in this study26. 

 

25 In the training dataset, only 16 YO “probably” had a place in school after release (see table 7). 

26 Table 7 shows that on the training dataset, even those YO who “had” a place in school after release on average 

were more likely to recidivate than to not recidivate. The difference between table 7 and the partial dependence 

plot (see figure 4) is that in the table, the effect of the other variables is not included while in the partial 

dependence plot, it is. For example, it is likely that in table 7, those YO who “had” a place in school were 

younger on average than those YO who had “no” place in school (since older YO are more likely to go to work 

than to go to school). As just explained, younger YO were more likely to recidivate than older YO. On the partial 

dependence plot, the effect of age is averaged out (see section “partial dependence plots”). This is a probable 

reason for the difference between the table and the partial dependence plot: When the effect of age was ignored 

(table), going to school emerged as a risk factor for recidivism. However, when the effect of age was averaged 

out (partial dependence plot), going to school was no risk factor for recidivism. 
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With regard to the intervention variables, two dynamic risk factors for recidivism 

emerged. The first was if the YO “had a need” to continue structured transition management 

after release or if it was “not relevant or known” whether he had that need. This risk factor 

was the most important in LR and was also selected by RF and BCT. Structured transition 

management in the YOI of Regis-Breitingen entails a reintegration planning that exceeds 

common sentence planning (Hartenstein, 2014). It can for example include arrangements to 

get communal help and/ or to organize a place in school and/ or work. The risk factor of a 

need to continue structured transition management after release is in accordance with 

literature stating that well-implemented transition management reduces recidivism (C. James 

et al., 2013). Furthermore, it is in accordance with literature stating that an unmet need of a 

YO to participate in an intervention is associated with recidivism (Luong & Wormith, 2011). 

“Not relevant or known” in this context can mean three things: Either the professional could 

not estimate whether a need is present, the professional did not know whether a continuation 

after release was planned, or the professional did not fill in this question. Arguably, this is a 

diverse group, which should not be interpreted before more precise information is gained. 

Furthermore, table 7 shows that group differences were smallest for the not relevant or known 

criterion, thus the methods possibly relied on the other categories more strongly. In summary, 

another risk factor for recidivism that emerged in this study was if the YO had a need to 

continue structured transition management after release, which is supported by previous 

literature. 

The second risk factor concerning the interventions was if the YO “did” or “did not” 

discontinue other delict- or problem specific measures. This risk factor was the third most 

important in RF. In LR it was included, in BCT it was not included. In the YOI of Regis-

Breitingen, other delict- or problem specific measures entail for YO to deal with the deeds 

committed and their consequences (Hartenstein, 2014). A training in moral reasoning and a 

feeling of guilt have been proposed to be associated with lower recidivism rates (Gibbs et al., 

1996; van Vugt et al., 2011). A lack of treatment adherence has been proposed to increase 

recidivism risk (Mulder et al., 2011). However, due to the finding that those who did not drop 

out of the treatment were more likely to recidivate as well, this risk factor in fact proposes that 

those who did participate in delict- or problem specific measures were more likely to 

recidivate than those who did not. Accordingly, all methods included the variable whether this 

intervention was begun as important. This does not mean that participation in the intervention 

increases the recidivism risk, because YO were not selected to participate at random. Thus, 
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there was a selection bias (Mook & Scott, 2001). It is possible that participation in delict- or 

problem specific measures reduces the risk of recidivism, but that those YO who are likely to 

recidivate are selected to participate in the intervention. Consequently, a YO who participated 

in delict- or problem specific measures had a higher recidivism risk than a YO who did not 

participate. Therefore, the current study cannot be interpreted in terms of intervention 

effectiveness. In summary, participation in delict- or problem specific measures was a risk 

factor in this study, possibly due to selection bias. 

As already explained, the risk factors discussed above are to be interpreted as ideas 

rather than firm research findings due to poor model performances. In summary, the most 

important static risk factors for recidivism were a younger age and less time spent in the YOI. 

The most important dynamic risk factors were having no place in work, vocational training or 

school after release, having a need to continue structured transition management after release 

and having participated in delict- or problem specific measures. 

 

General discussion 

This was one of the first studies to examine machine learning methods on a recidivism 

dataset. Thereby, this study contributes to closing the gap between methodology and research 

(Sharpe, 2013). While the field of methodology has experienced vast developments in the past 

decades, psychological research has barely profited from these (Borsboom, 2006; Jungmann 

et al., 2015). The use of tree-based models for the prediction of recidivism in YO contributes 

to bringing innovation to recidivism data analysis. 

Furthermore, this study contributes to the literature stating that prediction of 

recidivism is difficult (Cooke & Michie, 2010). One reason for this is a well-known problem 

even beyond the field of psychology: Individuals differ in their cognitions, emotions and 

behavior, and therefore differences found between groups are not necessarily applicable to an 

individual (Borsboom et al., 2003). Human beings have the ability of both equifinality and 

multifinality (Richters, 1997). Equifinality refers to the capacity to reach the same outcomes 

from a different starting point and/ or development. Multifinality refers to the capacity to 

reach different outcomes from a similar starting point and/ or development. Thus, at the 

moment a YO is released, it cannot be known for sure how the YO will adjust to and perform 

in home and school. These factors have been proposed to be important risk factors for 

recidivism (Heilbrun et al., 2000), which again does not mean that they predict the same 

outcome for different individuals. This emphasizes the importance of supporting and 
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mentoring the YO after release, thereby noticing the development of their criminogenic needs 

(Barry, 2000; Cunneen & Luke, 2007). 

The strengths of this study include the prospective dataset collected over more than six 

years. A high number of variables was observed, including both professional estimations as 

well as self-estimations. Furthermore, all YO were in the same YOI, which reduces 

heterogeneity of the data. Regarding the methodological decisions, strengths of this study 

include that prediction performance of the non-recidivism class was taken into consideration 

and that the model performance was not tested on the same entries as it was trained on. This 

neat and necessary practice reduces the prediction performance of models, which might be a 

reason why it is not always followed (J. Monahan et al., 2000). 

The main limitation of this study refers to the fact that recidivism was not well 

predictable from the dataset. As discussed, this was probably partly due to a lack of important 

predictors in the dataset, heterogenous groups of YO and noisiness of some variables. 

Consequently, the model predictions were too poor in order to draw any firm conclusions. 

Additionally, results of this study are not well generalizable to other contexts, since only male 

YO from the same YOI have been included. 

For future research, one recommendation is to include the discussed risk factors for 

recidivism that have been widely accepted in the scientific community. This most probably 

would improve model performance and therefore allow for a better analysis of model 

differences. Furthermore, it is advisable to carry out the research for different types of YO 

separately, even though a large dataset would be needed in that case. Moreover, it would be 

informative to gather pre-measures of interventions in order to make an evaluation possible. 

Last, it would be interesting to use self-reported recidivism as the outcome variable in order to 

address the issue that not all crimes are detected (van Vugt et al., 2011). 

Knowledge concerning the risk factors for recidivism in YO is crucial in order to help 

professionals make informed statements about interventions and recidivism risk for a YO. In 

order to gain that knowledge, a careful consideration of what statistical method best fits the 

goals of the research at hand can potentially yield new insights. However, predicting 

recidivism in YO remains a challenge. 
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Appendices 

Appendix A: Example of a tree model 

Figure A1 

Example tree on the imbalanced training dataset 

 

Figure A1 shows an example tree built on the imbalanced dataset. Inside the boxes, the first 

row refers to the class predicted at that stage: X1 stands for recidivism and X0 stands for non-

recidivism. The second row inside the boxes contains the chance of recidivism. The third row 

inside the box refers to the number of YO observed in that node of the tree. 

 At the top of the tree, the probability that a YO belongs to the recidivism class is 0.55 

(base rate). The first split is made on the variable age at the time of release. If a YO was 23 or 

more years old at the time of release, the left branch of the tree is followed. In that case, non-

recidivism is predicted, and chances of recidivism are 0.35. 19% of the YO in the current 

sample were 23 or more years old. Following the left branch of the tree, the next split is made 

on the self-reported information whether the YO had work or vocational training after release 

(s_worktrain). 14% of the current sample were older than 23 and answered 1 or 2 on 

s_worktrain. If the YO’s answer was “probably” or “yes” (1 or 2), non-recidivism is 

predicted, and chances of recidivism are 0.21. 14% of the current sample were 23 or more 

years old and answered 1 or 2 on the variable s_worktrain. If the YO’s answer was not 1 or 2, 

which in this case means that the answer was “no” (0), the right branch of the tree is taken. 
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Recidivism is predicted and chances of recidivism are 0.68. 6% of the YO were 23 or more 

years old and answered not 1 or 2 on the variable s_worktrain.  

 Likewise, if a YO was younger than 23, the right branch is taken at the top of the tree 

and chances of recidivism are 0.60. If the YO then had “no need” of structured transition 

management after release (i_mantran_discha), non-recidivism is predicted, and chances of 

recidivism are 0.48. Afterwards, if a YO “participated in” other treatment interventions 

(i_othertreat_beg) or the information was “not known” (-1, 1), non-recidivism is predicted, 

and chances of recidivism are 0.30. If a YO “did not participate” in other treatment 

interventions, recidivism is predicted, and chances of recidivism are 0.58. 

 If a YO “did have a need” of structured transition management (i_mantran_discha) or 

the information was “not known” (-1, 1, 2), the right branch of the tree is taken. Recidivism is 

then predicted, and chances of recidivism are 0.67. Afterwards, if a YO “was” in a beneficial 

partnership (p_benepart), non-recidivism is predicted, and chances of recidivism are 0.12. If a 

YO “was not” in a beneficial partnership, recidivism is predicted, and chances of recidivism 

are 0.70. 
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Appendix B: Imputation methods 

Table B1 

Chosen imputation methods and their correlation/ accuracy with observed values 

variable number of 

missing 

cases 

selected method accuracy/ 

correlation 

with observed 

values27 

variable type 

s_evalYOI 170 RF 0.42 continous 

s_evalsit 170 RF 0.52 continous 

s_selfp 170 RF 0.47 continous 

s_chanrela 189 cart 0.15 continous 

s_supsatis 202 sample 0.15 continous 

s_reached 170 cart 0.42 continous 

s_eval 180 norm 0.28 continous 

s_feel 170 cart 0.37 continous 

s_recidivism 170 RF 0.45 continous 

s_change 170 RF 0.24 continous 

s_knowprobass 170 RF 0.72 categorical 

s_contprobass 170 sample 0.77 categorical 

s_dept 170 RF 0.66 categorical 

s_worktrain 171 polyreg 0.48 categorical 

s_partner 170 RF 0.67 categorical 

s_viovic 170 RF 0.74 categorical 

s_vioseen 170 sample 0.75 categorical 

s_viodone 171 cart 0.72 categorical 

s_consalc 253 RF 0.84 categorical 

s_conscann 232 cart 0.82 categorical 

 

  

 

27 Accuracy for categorical variables, correlation for continuous variables 
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Appendix C: Optimization hyperparameters 

 In the following, the hyperparameters tried out for each model are listed. The 

hyperparameters that resulted in the best cross-validated prediction performances were used 

for the predictions on the testing dataset. They are printed in bold type. 

 

Optimization hyperparameters for the imbalanced dataset 

LR: caret 

alpha28: 0.1, 0.1473684, 0.1947368, 0.2421053, 0.2894737, 0.3368421, 0.3842105, 

0.4315789, 0.4789474, 0.5263158, 0.5736842, 0.6210526, 0.6684211, 0.7157895, 0.7631579, 

0.8105263, 0.8578947, 0.9052632, 0.9526316, 1.0 

lambda29: 2.870728 * 10-5, 4.451108 * 10-5, 6.901514 * 10-5, 1.070091 * 10-4, 1.659192 * 10-

4, 2.572604 * 10-4, 3.988863 * 10-4, 6.184795 * 10-4, 9.589623 * 10-4, 1.486886 * 10-3, 

2.305440 * 10-3, 3.574622 * 10-3, 5.542508 * 10-3, 8.593746 * 10-3, 1.332474 * 10-2, 2.066022 

* 10-2, 3.203399 * 10-2, 4.966921 * 10-2, 7.701290 * 10-2, 1.194097 * 10-1 

LR: manual 

Alpha: From 0 to 1 in steps of 0.005 (selected: 0.02) 

Lambda: From 0 to 1 in steps of 0.005 (selected: 0.99) 

RF: caret 

mtry30: 2, 15, 29, 43, 57, 71, 85, 99, 113, 127, 141, 155, 169, 183, 197, 211, 225, 239, 253, 

267 

ntree31: 500 

RF: manual 

mtry: from 1 to 24 in steps of 1 

ntree: 1500 

BCT: caret 

interaction.depth32: from 1 to 10 in steps of 1 

ntree: from 50 to 1000 in steps of 50  

 

28 alpha determines the degree to which lasso regression versus ridge regression is performed (when alpha = 0, 

lasso is performed; when alpha = 1, ridge is performed). 

29 lambda is a regularization hyperparameter that penalizes model complexity (the larger it is, the more it 

penalizes complexity). 

30 Mtry is the number of variables from which the next predictor is selected at each split. 
31 Ntree determines the number of trees grown in total. 

32 Interaction.depth is the maximum number of splits performed at each tree. 
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shrinkage33: 0.1 

n.minobsinnode34: 10 

BCT: manual 

interaction.depth: 1, 2 

ntree: from 20 to 140 in steps of 20 (selected: 80) 

shrinkage: from 0.02 to 0.2 in steps of 0.02 (selected: 0.04) 

n.minobsinnode: from 3 to 10 in steps of 1 (selected: 6) 

 

Optimization hyperparameters for the balanced dataset 

LR: caret 

Alpha: 0.1, 0.1473684, 0.1947368, 0.2421053, 0.2894737, 0.3368421, 0.3842105, 0.4315789, 

0.4789474, 0.5263158, 0.5736842, 0.6210526, 0.6684211, 0.7157895, 0.7631579, 0.8105263, 

0.8578947, 0.9052632, 0.9526316, 1.0 

Lambda: 2.802222 * 10-5, 4.344889 * 10-5, 6.736819 * 10-5, 1.044554 * 10-4, 1.619598 * 10-4,

 2.511212 * 10-4, 3.893675 * 10-4, 6.037204 * 10-4, 9.360780 * 10-4, 1.451404 * 10-3, 2.25042

4 * 10-3, 3.489319 * 10-3, 5.410244 * 10-3, 8.388668 * 10-3, 1.300676 * 10-2, 2.016719 * 10-2, 

3.126955 * 10-2, 4.848393 * 10-2, 7.517509 * 10-2, 1.165602 * 10-1 

LR: manual 

Alpha: From 0 to 1 in steps of 0.005 (selected: 0.025) 

Lambda: From 0 to 1 in steps of 0.005 (selected: 0.955) 

RF: caret 

mtry: 2, 15, 29, 43, 57, 71, 85, 99, 113, 127, 141, 155, 169, 183, 197, 211, 225, 239, 253, 267 

ntree: 500 

RF: manual 

mtry: from 1 to 24 in steps of 1 

ntree: 1500 

BCT: caret 

interaction.depth: from 1 to 10 in steps of 1 (selected: 4) 

ntree: from 50 to 1000 in steps of 50 (selected: 50) 

shrinkage: 0.1 

 

33 Shrinkage determines how quickly the algorithm adapts. 

34 N.minobsinnode determines the minimum number of training set samples in a terminal node. 
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n.minobsinnode: 10 

BCT: manual 

interaction.depth: 1, 2 

ntree: from 20 to 140 in steps of 20 

shrinkage: from 0.02 to 0.2 in steps of 0.02 

n.minobsinnode: from 3 to 10 in steps of 1  
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Appendix D: Variable importances on the imbalanced dataset 
Figure D1 

Variable importances on the imbalanced dataset 
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Appendix E: Partial dependencies of the predictor variable age 

Figure E.1 

Partial dependences of age on recidivism by LR, RF, and BCT, and the prediction of 

recidivism dependent on age on the training dataset 

 

Figure E1 shows that RF and GBM can more flexibly fit the age variable than LR. The plot on 

the top left contains the observed distributions of non-recidivism and recidivism on the 

training dataset. It shows that for YO who are approximately 23 or less years old, recidivism 

is more likely than non-recidivism. Furthermore, it shows that for YO who are older than 23, 

non-recidivism is more likely than recidivism. The plot on the bottom left shows that in LR, 

the prediction of recidivism is linearly dependent on age. Contrarily, in RF and BCT the 

prediction of recidivism declines around the age of 23. Thus, RF and BCT fit the observed 

distribution more closely than LR. 
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Appendix F: Variable description 

Table F1 

Variable description and proportions of (non-)recidivism on the whole dataset 

 variable non-recidivism 

(N=288) 

recidivism  

(N=355) 

total  

(N=643) 

1 age age on day of release in years 

 mean (SD) 21.966 (1.999) 21.399 (1.850) 21.653 (1.938) 

2 country_birth country of birth   

 0 = Germany 253 (87.8%) 336 (94.6%) 589 (91.6%) 

 1 = else 35 (12.2%) 19 (5.4%) 54 (8.4%) 

3 days_sentence number of days spent in young offender institution 

 mean (SD) 455.785 (229.069) 438.755 (209.320) 446.383 (218.378) 

4 com_robbery violation of chapter 20 GCC (robbery and extortion) 

 0 = no 220 (76.4%) 257 (72.4%) 477 (74.2%) 

 1 = yes 68 (23.6%) 98 (27.6%) 166 (25.8%) 

5 com_bodilyharm violation of chapter 17 GCC (offences against physical integrity) 

 0 = no 161 (55.9%) 203 (57.2%) 364 (56.6%) 

 1 = yes 127 (44.1%) 152 (42.8%) 279 (43.4%) 

6 com_drugs violation of the Narcotics Act 

 0 = no 239 (83.0%) 311 (87.6%) 550 (85.5%) 

 1 = yes 49 (17.0%) 44 (12.4%) 93 (14.5%) 

7 com_theft violation of chapter 19 GCC (theft and misappropriation) 

 0 = no 154 (53.5%) 140 (39.4%) 294 (45.7%) 

 1 = yes 134 (46.5%) 215 (60.6%) 349 (54.3%) 

8 com_fraud violation of chapter 22 GCC (fraud and embezzlement) 

 0 = no 236 (81.9%) 270 (76.1%) 506 (78.7%) 

 1 = yes 52 (18.1%) 85 (23.9%) 137 (21.3%) 

9 com_liberty violation of chapter 18 GCC (offences against personal liberty) 

 0 = no 256 (88.9%) 317 (89.3%) 573 (89.1%) 

 1 = yes 32 (11.1%) 38 (10.7%) 70 (10.9%) 

10 com_traffic violation of Road Traffic Regulations 

 0 = no 261 (90.6%) 314 (88.5%) 575 (89.4%) 

 1 = yes 27 (9.4%) 41 (11.5%) 68 (10.6%) 

11 com.total number of applied crime categories (including GCC chapter 13, 

16 and 28) 

 mean (SD) 1.774 (1.073) 1.946 (1.079) 1.869 (1.079) 

12 p_dealswith PA: deals with his deed seriously 

 -1 = not relevant or 

known 

21 (7.3%) 13 (3.7%) 34 (5.3%) 
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 0 = no/ rudimentary 105 (36.5%) 161 (45.4%) 266 (41.4%) 

 1 = almost/ fully 162 (56.2%) 181 (51.0%) 343 (53.3%) 

13 p_workson PA: works actively to reach the goal of the young offender 

institution 

 -1 = not relevant or 

known 

8 (2.8%) 6 (1.7%) 14 (2.2%) 

 0 = no/ rudimentary 92 (31.9%) 135 (38.0%) 227 (35.3%) 

 1 = almost/ fully 188 (65.3%) 214 (60.3%) 402 (62.5%) 

14 p_willing PA: is willing to follow a well-structured educational training or 

work after release 

 -1 = not relevant or 

known 

15 (5.2%) 12 (3.4%) 27 (4.2%) 

 0 = no/ rudimentary 60 (20.8%) 94 (26.5%) 154 (24.0%) 

 1 = almost/ fully 213 (74.0%) 249 (70.1%) 462 (71.9%) 

15 p_able PA: is able to follow a well-structured educational training or 

work after release 

 -1 = not relevant or 

known 

16 (5.6%) 12 (3.4%) 28 (4.4%) 

 0 = no/ rudimentary 59 (20.5%) 94 (26.5%) 153 (23.8%) 

 1 = almost/ fully 213 (74.0%) 249 (70.1%) 462 (71.9%) 

16 p_benefam PA: has beneficial family relationships 

 -1 = not relevant or 

known 

94 (32.6%) 103 (29.0%) 197 (30.6%) 

 0 = no/ rudimentary 72 (25.0%) 119 (33.5%) 191 (29.7%) 

 1 = almost/ fully 122 (42.4%) 133 (37.5%) 255 (39.7%) 

17 p_benepart PA: is in a beneficial partnership   

 -1 = not relevant or 

known 

83 (28.8%) 106 (29.9%) 189 (29.4%) 

 0 = no/ rudimentary 172 (59.7%) 225 (63.4%) 397 (61.7%) 

 1 = almost/ fully 33 (11.5%) 24 (6.8%) 57 (8.9%) 

18 p_benefrie PA: has beneficial friends outside of YOI 

 -1 = not relevant or 

known 

185 (64.2%) 208 (58.6%) 393 (61.1%) 

 0 = no/ rudimentary 83 (28.8%) 128 (36.1%) 211 (32.8%) 

 1 = almost/ fully 20 (6.9%) 19 (5.4%) 39 (6.1%) 

19 p_viopr PA: is assumed to be highly violence-prone 

 -1 = not relevant or 

known 

26 (9.0%) 23 (6.5%) 49 (7.6%) 

 0 = no/ rudimentary 146 (50.7%) 178 (50.1%) 324 (50.4%) 

 1 = almost/ fully 116 (40.3%) 154 (43.4%) 270 (42.0%) 
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20 p_drugs PA: has a substantial problem with drug addiction 

 -1 = not relevant or 

known 

26 (9.0%) 35 (9.9%) 61 (9.5%) 

 0 = no/ rudimentary 121 (42.0%) 117 (33.0%) 238 (37.0%) 

 1 = almost/ fully 141 (49.0%) 203 (57.2%) 344 (53.5%) 

21 p_alc PA: has a substantial problem with alcohol addiction 

 -1 = not relevant or 

known 

69 (24.0%) 103 (29.0%) 172 (26.7%) 

 0 = no/ rudimentary 145 (50.3%) 152 (42.8%) 297 (46.2%) 

 1 = almost/ fully 74 (25.7%) 100 (28.2%) 174 (27.1%) 

22 p_realpl PA: has future plans that are realistic and reachable by legal 

means 

 -1 = not relevant or 

known 

23 (8.0%) 17 (4.8%) 40 (6.2%) 

 0 = no/ rudimentary 115 (39.9%) 179 (50.4%) 294 (45.7%) 

 1 = almost/ fully 150 (52.1%) 159 (44.8%) 309 (48.1%) 

23 p_general PA: estimated risk that the prisoner will commit any crime after 

release 

 -1 = not relevant or 

known 

17 (5.9%) 6 (1.7%) 23 (3.6%) 

 0 = no/ rudimentary 51 (17.7%) 45 (12.7%) 96 (14.9%) 

 1 = almost/ fully 220 (76.4%) 304 (85.6%) 524 (81.5%) 

24 p_violence PA: estimated risk the prisoner will commit a violent crime after 

release 

 -1 = not relevant or 

known 

44 (15.3%) 46 (13.0%) 90 (14.0%) 

 0 = no/ rudimentary 110 (38.2%) 140 (39.4%) 250 (38.9%) 

 1 = almost/ fully 134 (46.5%) 169 (47.6%) 303 (47.1%) 

25 p_sexual PA: estimated risk that the prisoner will commit a sexual crime 

after release 

 -1 = not relevant or 

known 

39 (13.5%) 43 (12.1%) 82 (12.8%) 

 0 = no/ rudimentary 239 (83.0%) 299 (84.2%) 538 (83.7%) 

 1 = almost/ fully 10 (3.5%) 13 (3.7%) 23 (3.6%) 

26 p_leave PA: was allowed to go on temporary YOI leaves 

 0 = no 142 (49.3%) 184 (51.8%) 326 (50.7%) 

 1 = yes once 20 (6.9%) 43 (12.1%) 63 (9.8%) 

 2 = yes multiple 

times 

126 (43.8%) 128 (36.1%) 254 (39.5%) 

27 p_unacc PA: was allowed to go on temporary unaccompanied YOI leaves 
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 -1 = not known 2 (0.7%) 3 (0.8%) 5 (0.8%) 

 0 = no 224 (77.8%) 301 (84.8%) 525 (81.6%) 

 1 = yes once 2 (0.7%) 10 (2.8%) 12 (1.9%) 

 2 = yes multiple 

times 

60 (20.8%) 41 (11.5%) 101 (15.7%) 

28 p_vac PA: was allowed to go on vacational YOI leave 

 0 = no 256 (88.9%) 329 (92.7%) 585 (91.0%) 

 1 = yes once 10 (3.5%) 13 (3.7%) 23 (3.6%) 

 2 = yes multiple 

times 

22 (7.6%) 13 (3.7%) 35 (5.4%) 

29 p_school PA: after release, has a place in school 

 -1 = not relevant or 

known 

138 (47.9%) 125 (35.2%) 263 (40.9%) 

 0 = no 137 (47.6%) 193 (54.4%) 330 (51.3%) 

 1 = probably 4 (1.4%) 19 (5.4%) 23 (3.6%) 

 2 = yes 9 (3.1%) 18 (5.1%) 27 (4.2%) 

30 p_voctrain PA: after release, the prisoner is enrolled in a vocational training 

 -1 = not relevant or 

known 

78 (27.1%) 83 (23.4%) 161 (25.0%) 

 0 = no 141 (49.0%) 199 (56.1%) 340 (52.9%) 

 1 = probably 36 (12.5%) 55 (15.5%) 91 (14.2%) 

 2 = yes 33 (11.5%) 18 (5.1%) 51 (7.9%) 

31 p_work PA: after release, the prisoner has a workplace 

 -1 = not relevant or 

known 

80 (27.8%) 104 (29.3%) 184 (28.6%) 

 0 = no 148 (51.4%) 215 (60.6%) 363 (56.5%) 

 1 = probably 40 (13.9%) 27 (7.6%) 67 (10.4%) 

 2 = yes 20 (6.9%) 9 (2.5%) 29 (4.5%) 

32 p_housing PA: after release, the prisoner has an accommodation 

 -1 = not relevant or 

known 

20 (6.9%) 22 (6.2%) 42 (6.5%) 

 0 = no 6 (2.1%) 23 (6.5%) 29 (4.5%) 

 1 = probably 12 (4.2%) 26 (7.3%) 38 (5.9%) 

 2 = yes 250 (86.8%) 284 (80.0%) 534 (83.0%) 

33 p_conprobass PA: in case the prisoner is released on parole, was he in contact 

with the probation assistant during his stay 

 -1 = not relevant or 

known 

140 (48.6%) 189 (53.2%) 329 (51.2%) 

 0 = no 69 (24.0%) 73 (20.6%) 142 (22.1%) 

 1 = yes 68 (23.6%) 79 (22.3%) 147 (22.9%) 
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writing/telephone 

 2 = yes, personal 11 (3.8%) 14 (3.9%) 25 (3.9%) 

34 p_consup PA: in case the supervision of conduct takes place, was the 

prisoner in contact with the probation assistant during his stay 

 -1 = not relevant or 

known 

215 (74.7%) 244 (68.7%) 459 (71.4%) 

 0 = no 53 (18.4%) 65 (18.3%) 118 (18.4%) 

 1 = yes 

writing/telephone 

14 (4.9%) 36 (10.1%) 50 (7.8%) 

 2 = yes, personal 6 (2.1%) 10 (2.8%) 16 (2.5%) 

35 p_need_isona PA: necessity to participate in transition project ISONA 

 0 = no 268 (93.1%) 326 (91.8%) 594 (92.4%) 

 1 = yes 20 (6.9%) 29 (8.2%) 49 (7.6%) 

36 p_need_dna PA: necessity to participate in transition project DNA 

 0 = no 207 (71.9%) 242 (68.2%) 449 (69.8%) 

 1 = yes 81 (28.1%) 113 (31.8%) 194 (30.2%) 

37 p.beg_isona PA: began participation in transition project DNA 

 0 = no 262 (91.0%) 323 (91.0%) 585 (91.0%) 

 1 = yes 26 (9.0%) 32 (9.0%) 58 (9.0%) 

38 i_elemen_need PA: necessity for participation in elementary course 

 0 = no 268 (93.1%) 321 (90.4%) 589 (91.6%) 

 1 = yes 20 (6.9%) 34 (9.6%) 54 (8.4%) 

39 i_remed_need PA: necessity for participation in remedial course for school 

 0 = no 250 (86.8%) 287 (80.8%) 537 (83.5%) 

 1 = yes 38 (13.2%) 68 (19.2%) 106 (16.5%) 

40 i_remed_discha PA: after release, planned continuation of remedial course for 

school 

 -1 = not relevant or 

known 

11 (3.8%) 10 (2.8%) 21 (3.3%) 

 0 = not necessary 267 (92.7%) 314 (88.5%) 581 (90.4%) 

 1 = necessary but not 

planned 

10 (3.5%) 29 (8.2%) 39 (6.1%) 

 2 = necessary and 

planned 

0 (0.0%) 2 (0.6%) 2 (0.3%) 

41 i_school_need PA: necessity for participation in measures to obtain a school 

leaving certificate 

 0 = no 73 (25.3%) 75 (21.1%) 148 (23.0%) 

 1 = yes 215 (74.7%) 280 (78.9%) 495 (77.0%) 

42 i_school_beg PA: began participation in measures to obtain a school leaving 

certificate 
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 -1 = not relevant or 

known 

5 (1.7%) 3 (0.8%) 8 (1.2%) 

 0 = no due to YO  25 (8.7%) 29 (8.2%) 54 (8.4%) 

 1 = no due to YOI 170 (59.0%) 201 (56.6%) 371 (57.7%) 

 2 = yes 88 (30.6%) 122 (34.4%) 210 (32.7%) 

43 i_school_discon PA: discontinued measures to obtain a school leaving certificate 

 -1 = not relevant or 

known 

201 (69.8%) 231 (65.1%) 432 (67.2%) 

 0 = no 73 (25.3%) 99 (27.9%) 172 (26.7%) 

 1 = yes due to YOI 5 (1.7%) 7 (2.0%) 12 (1.9%) 

 2 = yes due to YO  9 (3.1%) 18 (5.1%) 27 (4.2%) 

44 i_school_reach PA: reached goals of the measures to obtain a school leaving 

certificate 

 -1 = not relevant or 

known 

205 (71.2%) 236 (66.5%) 441 (68.6%) 

 0 = no/ rudimentary1 

= almost/ fully 

17 (5.9%) 26 (7.3%) 43 (6.7%) 

 1 = almost/ fully 66 (22.9%) 93 (26.2%) 159 (24.7%) 

45 i_school_discha PA: after release, planned continuation of measures to obtain a 

school leaving certificate 

 -1 = not relevant or 

known 

19 (6.6%) 17 (4.8%) 36 (5.6%) 

 0 = not necessary 174 (60.4%) 184 (51.8%) 358 (55.7%) 

 1 = necessary but not 

planned 

83 (28.8%) 127 (35.8%) 210 (32.7%) 

 2 = necessary and 

planned 

12 (4.2%) 27 (7.6%) 39 (6.1%) 

46 i_vocprep_need PA: necessity for participation in vocational preparation training 

 0 = no 99 (34.4%) 92 (25.9%) 191 (29.7%) 

 1 = yes 189 (65.6%) 263 (74.1%) 452 (70.3%) 

47 i_vocprep_beg PA: began participation in vocational preparation training 

 -1 = not relevant or 

known 

5 (1.7%) 7 (2.0%) 12 (1.9%) 

 0 = no due to YO  21 (7.3%) 25 (7.0%) 46 (7.2%) 

 1 = no due to YOI 215 (74.7%) 264 (74.4%) 479 (74.5%) 

 2 = yes 47 (16.3%) 59 (16.6%) 106 (16.5%) 

48 i_vocprep_discon PA: discontinued vocational preparation training 

 -1 = not relevant or 

known 

242 (84.0%) 294 (82.8%) 536 (83.4%) 

 0 = no 35 (12.2%) 43 (12.1%) 78 (12.1%) 
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 1 = yes due to YOI 7 (2.4%) 11 (3.1%) 18 (2.8%) 

 2 = yes due to YO  4 (1.4%) 7 (2.0%) 11 (1.7%) 

49 i_vocprep_reach PA: reached goals of the vocational preparation training 

 -1 = not relevant or 

known 

247 (85.8%) 297 (83.7%) 544 (84.6%) 

 0 = no/ rudimentary1 

= almost/ fully 

12 (4.2%) 13 (3.7%) 25 (3.9%) 

 1 = almost/ fully 29 (10.1%) 45 (12.7%) 74 (11.5%) 

50 i_vocprep_discha PA: after release, planned continuation of vocational preparation 

training 

 -1 = not relevant or 

known 

16 (5.6%) 30 (8.5%) 46 (7.2%) 

 0 = not necessary 169 (58.7%) 179 (50.4%) 348 (54.1%) 

 1 = necessary but not 

planned 

91 (31.6%) 127 (35.8%) 218 (33.9%) 

 2 = necessary and 

planned 

12 (4.2%) 19 (5.4%) 31 (4.8%) 

51 i_vocqua_need PA: necessity for participation in vocational qualification 

training 

 0 = no 41 (14.2%) 28 (7.9%) 69 (10.7%) 

 1 = yes 247 (85.8%) 327 (92.1%) 574 (89.3%) 

52 i_vocqua_beg PA: began participation in vocational qualification training 

 -1 = not relevant or 

known 

3 (1.0%) 4 (1.1%) 7 (1.1%) 

 0 = no due to YO  13 (4.5%) 21 (5.9%) 34 (5.3%) 

 1 = no due to YOI 127 (44.1%) 153 (43.1%) 280 (43.5%) 

 2 = yes 145 (50.3%) 177 (49.9%) 322 (50.1%) 

53 i_vocqua_discon PA: discontinued vocational qualification training 

 -1 = not relevant or 

known 

144 (50.0%) 179 (50.4%) 323 (50.2%) 

 0 = no 100 (34.7%) 110 (31.0%) 210 (32.7%) 

 1 = yes due to YOI 26 (9.0%) 26 (7.3%) 52 (8.1%) 

 2 = yes due to YO  18 (6.2%) 40 (11.3%) 58 (9.0%) 

54 i_vocqua_reach PA: reached goals of vocational qualification training 

 -1 = not relevant or 

known 

159 (55.2%) 203 (57.2%) 362 (56.3%) 

 0 = no/ rudimentary1 

= almost/ fully 

51 (17.7%) 76 (21.4%) 127 (19.8%) 

 1 = almost/ fully 78 (27.1%) 76 (21.4%) 154 (24.0%) 

55 i_vocqua_discha PA: after release, planned continuation of vocational 
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qualification training 

 -1 = not relevant or 

known 

23 (8.0%) 34 (9.6%) 57 (8.9%) 

 0 = not necessary 97 (33.7%) 95 (26.8%) 192 (29.9%) 

 1 = necessary but not 

planned 

148 (51.4%) 204 (57.5%) 352 (54.7%) 

 2 = necessary and 

planned 

20 (6.9%) 22 (6.2%) 42 (6.5%) 

56 i_vocedu_need PA: necessity for participation in vocational education 

 0 = no 26 (9.0%) 18 (5.1%) 44 (6.8%) 

 1 = yes 262 (91.0%) 337 (94.9%) 599 (93.2%) 

57 i_vocedu_beg PA: began participation in vocational education 

 -1 = not relevant or 

known 

2 (0.7%) 1 (0.3%) 3 (0.5%) 

 0 = no due to YO  13 (4.5%) 21 (5.9%) 34 (5.3%) 

 1 = no due to YOI 224 (77.8%) 283 (79.7%) 507 (78.8%) 

 2 = yes 49 (17.0%) 50 (14.1%) 99 (15.4%) 

58 i_vocedu_discon PA: discontinued vocational education 

 -1 = not relevant or 

known 

237 (82.3%) 308 (86.8%) 545 (84.8%) 

 0 = no 35 (12.2%) 28 (7.9%) 63 (9.8%) 

 1 = yes due to YOI 11 (3.8%) 13 (3.7%) 24 (3.7%) 

 2 = yes due to YO  5 (1.7%) 6 (1.7%) 11 (1.7%) 

59 i_vocedu_reach PA: reached goals of vocational education 

 -1 = not relevant or 

known 

246 (85.4%) 312 (87.9%) 558 (86.8%) 

 0 = no/ rudimentary1 

= almost/ fully 

15 (5.2%) 18 (5.1%) 33 (5.1%) 

 1 = almost/ fully 27 (9.4%) 25 (7.0%) 52 (8.1%) 

60 i_vocedu_discha PA: after release, planned continuation of vocational education 

 -1 = not relevant or 

known 

20 (6.9%) 31 (8.7%) 51 (7.9%) 

 0 = not necessary 47 (16.3%) 47 (13.2%) 94 (14.6%) 

 1 = necessary but not 

planned 

186 (64.6%) 248 (69.9%) 434 (67.5%) 

 2 = necessary and 

planned 

35 (12.2%) 29 (8.2%) 64 (10.0%) 

61 i_occthe_need PA: necessity for participation in occupational therapy 

 0 = no 263 (91.3%) 295 (83.1%) 558 (86.8%) 

 1 = yes 25 (8.7%) 60 (16.9%) 85 (13.2%) 
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62 i_occthe_discha PA: after release, planned continuation of occupational therapy 

 -1 = not relevant or 

known 

8 (2.8%) 13 (3.7%) 21 (3.3%) 

 0 = not necessary 267 (92.7%) 305 (85.9%) 572 (89.0%) 

 1 = necessary but not 

planned 

11 (3.8%) 33 (9.3%) 44 (6.8%) 

 2 = necessary and 

planned 

2 (0.7%) 4 (1.1%) 6 (0.9%) 

63 i_psythe_need PA: necessity for participation in psychotherapy 

 0 = no 258 (89.6%) 306 (86.2%) 564 (87.7%) 

 1 = yes 30 (10.4%) 49 (13.8%) 79 (12.3%) 

64 i_psythe_discha PA: after release, planned continuation of psychotherapy 

 -1 = not relevant or 

known 

9 (3.1%) 15 (4.2%) 24 (3.7%) 

 0 = not necessary 257 (89.2%) 305 (85.9%) 562 (87.4%) 

 1 = necessary but not 

planned 

15 (5.2%) 18 (5.1%) 33 (5.1%) 

 2 = necessary and 

planned 

7 (2.4%) 17 (4.8%) 24 (3.7%) 

65 i_antvio_need PA: necessity for participation in anti-violence training 

 0 = no 188 (65.3%) 229 (64.5%) 417 (64.9%) 

 1 = yes 100 (34.7%) 126 (35.5%) 226 (35.1%) 

66 i_antvio_beg PA: began participation in anti-violence training 

 -1 = not relevant or 

known 

11 (3.8%) 9 (2.5%) 20 (3.1%) 

 0 = no due to YO  14 (4.9%) 24 (6.8%) 38 (5.9%) 

 1 = no due to YOI 217 (75.3%) 256 (72.1%) 473 (73.6%) 

 2 = yes 46 (16.0%) 66 (18.6%) 112 (17.4%) 

67 i_antvio_discon PA: discontinued anti-violence training 

 -1 = not relevant or 

known 

242 (84.0%) 291 (82.0%) 533 (82.9%) 

 0 = no 42 (14.6%) 59 (16.6%) 101 (15.7%) 

 1 = yes due to YOI 2 (0.7%) 1 (0.3%) 3 (0.5%) 

 2 = yes due to YO  2 (0.7%) 4 (1.1%) 6 (0.9%) 

68 i_antvio_reach PA: reached goals of anti-violence training 

 -1 = not relevant or 

known 

246 (85.4%) 293 (82.5%) 539 (83.8%) 

 0 = no/ rudimentary 4 (1.4%) 14 (3.9%) 18 (2.8%) 

 1 = almost/ fully 38 (13.2%) 48 (13.5%) 86 (13.4%) 

69 i_antvio_discha PA: after release, planned continuation of anti-violence training 
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 -1 = not relevant or 

known 

23 (8.0%) 19 (5.4%) 42 (6.5%) 

 0 = not necessary 227 (78.8%) 275 (77.5%) 502 (78.1%) 

 1 = necessary but not 

planned 

35 (12.2%) 56 (15.8%) 91 (14.2%) 

 2 = necessary and 

planned 

3 (1.0%) 5 (1.4%) 8 (1.2%) 

70 i_deltreat_need PA: necessity for participation in other delict- or problem 

specific measures 

 0 = no 40 (13.9%) 32 (9.0%) 72 (11.2%) 

 1 = yes 248 (86.1%) 323 (91.0%) 571 (88.8%) 

71 i_deltreat_beg PA: began participation in other delict- or problem specific 

measures 

 -1 = not relevant or 

known 

13 (4.5%) 15 (4.2%) 28 (4.4%) 

 0 = no due to YO  30 (10.4%) 44 (12.4%) 74 (11.5%) 

 1 = no due to YOI 67 (23.3%) 52 (14.6%) 119 (18.5%) 

 2 = yes 178 (61.8%) 244 (68.7%) 422 (65.6%) 

72 i_deltreat_discon PA: discontinued other delict- or problem specific measures 

 -1 = not relevant or 

known 

119 (41.3%) 119 (33.5%) 238 (37.0%) 

 0 = no 157 (54.5%) 208 (58.6%) 365 (56.8%) 

 1 = yes due to YOI 6 (2.1%) 15 (4.2%) 21 (3.3%) 

 2 = yes due to YO  6 (2.1%) 13 (3.7%) 19 (3.0%) 

73 i_deltreat_reach PA: reached goals of other delict- or problem specific measures 

 -1 = not relevant or 

known 

127 (44.1%) 131 (36.9%) 258 (40.1%) 

 0 = no/ rudimentary 25 (8.7%) 60 (16.9%) 85 (13.2%) 

 1 = almost/ fully 136 (47.2%) 164 (46.2%) 300 (46.7%) 

74 i_deltreat_discha PA: after release, planned continuation of other delict- or 

problem specific measures 

 -1 = not relevant or 

known 

40 (13.9%) 53 (14.9%) 93 (14.5%) 

 0 = not necessary 172 (59.7%) 187 (52.7%) 359 (55.8%) 

 1 = necessary but not 

planned 

62 (21.5%) 92 (25.9%) 154 (24.0%) 

 2 = necessary and 

planned 

14 (4.9%) 23 (6.5%) 37 (5.8%) 

75 i_addcon_need PA: necessity for participation in addiction counselling 

 0 = no 50 (17.4%) 46 (13.0%) 96 (14.9%) 



74 

 

 1 = yes 238 (82.6%) 309 (87.0%) 547 (85.1%) 

76 i_addcon_beg PA: began participation in addiction counselling 

 -1 = not relevant or 

known 

6 (2.1%) 10 (2.8%) 16 (2.5%) 

 0 = no due to YO  23 (8.0%) 26 (7.3%) 49 (7.6%) 

 1 = no due to YOI 57 (19.8%) 50 (14.1%) 107 (16.6%) 

 2 = yes 202 (70.1%) 269 (75.8%) 471 (73.3%) 

77 i_addcon_discon PA: discontinued addiction counselling 

 -1 = not relevant or 

known 

97 (33.7%) 93 (26.2%) 190 (29.5%) 

 0 = no 165 (57.3%) 216 (60.8%) 381 (59.3%) 

 1 = yes due to YOI 9 (3.1%) 13 (3.7%) 22 (3.4%) 

 2 = yes due to YO  17 (5.9%) 33 (9.3%) 50 (7.8%) 

78 i_addcon_reach PA: reached goals of addiction counselling 

 -  -1 121 (42.0%) 124 (34.9%) 245 (38.1%) 

 -  0 36 (12.5%) 69 (19.4%) 105 (16.3%) 

 -  1 131 (45.5%) 162 (45.6%) 293 (45.6%) 

79 i_addcon_discha PA: after release, planned continuation of addiction counselling 

 -1 = not relevant or 

known 

42 (14.6%) 50 (14.1%) 92 (14.3%) 

 0 = not necessary 116 (40.3%) 99 (27.9%) 215 (33.4%) 

 1 = necessary but not 

planned 

60 (20.8%) 101 (28.5%) 161 (25.0%) 

 2 = necessary and 

planned 

70 (24.3%) 105 (29.6%) 175 (27.2%) 

80 i_addthe_need PA: necessity for participation in addiction therapy 

 0 = no 185 (64.2%) 197 (55.5%) 382 (59.4%) 

 1 = yes 103 (35.8%) 158 (44.5%) 261 (40.6%) 

81 i_addthe_beg PA: began participation in addiction therapy 

 -1 = not relevant or 

known 

13 (4.5%) 14 (3.9%) 27 (4.2%) 

 0 = no due to YO  12 (4.2%) 23 (6.5%) 35 (5.4%) 

 1 = no due to YOI 257 (89.2%) 309 (87.0%) 566 (88.0%) 

 2 = yes 6 (2.1%) 9 (2.5%) 15 (2.3%) 

82 i_addthe_discha PA: after release, planned continuation of addiction therapy 

 -1 = not relevant or 

known 

29 (10.1%) 36 (10.1%) 65 (10.1%) 

 0 = not necessary 176 (61.1%) 184 (51.8%) 360 (56.0%) 

 1 = necessary but not 

planned 

34 (11.8%) 64 (18.0%) 98 (15.2%) 
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 2 = necessary and 

planned 

49 (17.0%) 71 (20.0%) 120 (18.7%) 

83 i_debt_need PA: necessity for participation in in dept counselling 

 0 = no 124 (43.1%) 142 (40.0%) 266 (41.4%) 

 1 = yes 164 (56.9%) 213 (60.0%) 377 (58.6%) 

84 i_debt_beg PA: began participation in dept counselling 

 -1 = not relevant or 

known 

16 (5.6%) 13 (3.7%) 29 (4.5%) 

 0 = no due to YO  13 (4.5%) 17 (4.8%) 30 (4.7%) 

 1 = no due to YOI 140 (48.6%) 169 (47.6%) 309 (48.1%) 

 2 = yes 119 (41.3%) 156 (43.9%) 275 (42.8%) 

85 i_debt_discon PA: discontinued dept counselling 

 -1 = not relevant or 

known 

181 (62.8%) 215 (60.6%) 396 (61.6%) 

 0 = no 95 (33.0%) 123 (34.6%) 218 (33.9%) 

 1 = yes due to YOI 11 (3.8%) 14 (3.9%) 25 (3.9%) 

 2 = yes due to YO  1 (0.3%) 3 (0.8%) 4 (0.6%) 

86 i_debt_reach PA: reached goals of dept counselling 

 -1 = not relevant or 

known 

194 (67.4%) 242 (68.2%) 436 (67.8%) 

 0 = no/ rudimentary1 

= almost/ fully 

20 (6.9%) 35 (9.9%) 55 (8.6%) 

 1 = almost/ fully 74 (25.7%) 78 (22.0%) 152 (23.6%) 

87 i_debt_discha PA: after release, planned continuation of dept counselling 

 -1 = not relevant or 

known 

55 (19.1%) 73 (20.6%) 128 (19.9%) 

 0 = not necessary 176 (61.1%) 190 (53.5%) 366 (56.9%) 

 1 = necessary but not 

planned 

38 (13.2%) 65 (18.3%) 103 (16.0%) 

 2 = necessary and 

planned 

19 (6.6%) 27 (7.6%) 46 (7.2%) 

88 i_soctra_need PA: necessity for participation in social skills training 

 0 = no 111 (38.5%) 119 (33.5%) 230 (35.8%) 

 1 = yes 177 (61.5%) 236 (66.5%) 413 (64.2%) 

89 i_soctra_beg PA: began participation in social skills training 

 -1 = not relevant or 

known 

14 (4.9%) 21 (5.9%) 35 (5.4%) 

 0 = no due to YO  21 (7.3%) 37 (10.4%) 58 (9.0%) 

 1 = no due to YOI 125 (43.4%) 161 (45.4%) 286 (44.5%) 

 2 = yes 128 (44.4%) 136 (38.3%) 264 (41.1%) 



76 

 

90 i_soctra_discon PA: discontinued social skills training 

 -1 = not relevant or 

known 

163 (56.6%) 223 (62.8%) 386 (60.0%) 

 0 = no 113 (39.2%) 119 (33.5%) 232 (36.1%) 

 1 = yes due to YOI 9 (3.1%) 8 (2.3%) 17 (2.6%) 

 2 = yes due to YO  3 (1.0%) 5 (1.4%) 8 (1.2%) 

91 i_soctra_reach PA: reached goals of social skills training 

 -1 = not relevant or 

known 

171 (59.4%) 226 (63.7%) 397 (61.7%) 

 0 = no/ rudimentary1 

= almost/ fully 

24 (8.3%) 26 (7.3%) 50 (7.8%) 

 1 = almost/ fully 93 (32.3%) 103 (29.0%) 196 (30.5%) 

92 i_soctra_discha PA: after release, planned continuation of social skills training 

 -1 = not relevant or 

known 

29 (10.1%) 33 (9.3%) 62 (9.6%) 

 0 = not necessary 200 (69.4%) 225 (63.4%) 425 (66.1%) 

 1 = necessary but not 

planned 

46 (16.0%) 85 (23.9%) 131 (20.4%) 

 2 = necessary and 

planned 

13 (4.5%) 12 (3.4%) 25 (3.9%) 

93 i_socthe_need PA: necessity for participation in social therapy 

 0 = no 244 (84.7%) 303 (85.4%) 547 (85.1%) 

 1 = yes 44 (15.3%) 52 (14.6%) 96 (14.9%) 

94 i_socthe_beg PA: began participation in social therapy 

 -1 = not relevant or 

known 

5 (1.7%) 4 (1.1%) 9 (1.4%) 

 0 = no due to YO  5 (1.7%) 9 (2.5%) 14 (2.2%) 

 1 = no due to YOI 246 (85.4%) 310 (87.3%) 556 (86.5%) 

 2 = yes 32 (11.1%) 32 (9.0%) 64 (10.0%) 

95 i_socthe_discon PA: discontinued social therapy 

 -1 = not relevant or 

known 

256 (88.9%) 324 (91.3%) 580 (90.2%) 

 0 = no 26 (9.0%) 23 (6.5%) 49 (7.6%) 

 1 = yes due to YOI 4 (1.4%) 4 (1.1%) 8 (1.2%) 

 2 = yes due to YO  2 (0.7%) 4 (1.1%) 6 (0.9%) 

96 i_socthe_reach PA: reached goals of social therapy 

 -1 = not relevant or 

known 

256 (88.9%) 324 (91.3%) 580 (90.2%) 

 0 = no/ rudimentary1 

= almost/ fully 

10 (3.5%) 9 (2.5%) 19 (3.0%) 
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 1 = almost/ fully 22 (7.6%) 22 (6.2%) 44 (6.8%) 

97 i_leis_need PA: necessity for participation in structured pedagogic leisure 

measures 

 0 = no 102 (35.4%) 114 (32.1%) 216 (33.6%) 

 1 = yes 186 (64.6%) 241 (67.9%) 427 (66.4%) 

98 i_leis_beg PA: began participation in structured pedagogic leisure measures 

 -1 = not relevant or 

known 

13 (4.5%) 24 (6.8%) 37 (5.8%) 

 0 = no due to YO  20 (6.9%) 41 (11.5%) 61 (9.5%) 

 1 = no due to YOI 140 (48.6%) 150 (42.3%) 290 (45.1%) 

 2 = yes 115 (39.9%) 140 (39.4%) 255 (39.7%) 

99 i_leis_discon PA: discontinued structured pedagogic leisure measures 

 -1 = not relevant or 

known 

176 (61.1%) 222 (62.5%) 398 (61.9%) 

 0 = no 91 (31.6%) 105 (29.6%) 196 (30.5%) 

 1 = yes due to YOI 13 (4.5%) 12 (3.4%) 25 (3.9%) 

 2 = yes due to YO  8 (2.8%) 16 (4.5%) 24 (3.7%) 

100 i_leis_reach PA: reached goals of structured pedagogic leisure measures 

 -1 = not relevant or 

known 

185 (64.2%) 240 (67.6%) 425 (66.1%) 

 0 = no/ rudimentary1 

= almost/ fully 

28 (9.7%) 28 (7.9%) 56 (8.7%) 

 1 = almost/ fully 75 (26.0%) 87 (24.5%) 162 (25.2%) 

101 i_leis_discha PA: after release, planned continuation of structured pedagogic 

leisure measures 

 -1 = not relevant or 

known 

34 (11.8%) 51 (14.4%) 85 (13.2%) 

 0 = not necessary 196 (68.1%) 220 (62.0%) 416 (64.7%) 

 1 = necessary but not 

planned 

50 (17.4%) 67 (18.9%) 117 (18.2%) 

 2 = necessary and 

planned 

8 (2.8%) 17 (4.8%) 25 (3.9%) 

102 i_mantran_need PA: necessity for participation in structured transition 

management 

 0 = no 71 (24.7%) 50 (14.1%) 121 (18.8%) 

 1 = yes 217 (75.3%) 305 (85.9%) 522 (81.2%) 

103 i_mantran_beg PA: began participation in structured transition management 

 -1 = not relevant or 

known 

7 (2.4%) 17 (4.8%) 24 (3.7%) 

 0 = no due to YO  16 (5.6%) 38 (10.7%) 54 (8.4%) 
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 1 = no due to YOI 129 (44.8%) 127 (35.8%) 256 (39.8%) 

 2 = yes 136 (47.2%) 173 (48.7%) 309 (48.1%) 

104 i_mantran_discon PA: discontinued structured transition management 

 -1 = not relevant or 

known 

157 (54.5%) 192 (54.1%) 349 (54.3%) 

 0 = no 110 (38.2%) 143 (40.3%) 253 (39.3%) 

 1 = yes due to YOI 10 (3.5%) 9 (2.5%) 19 (3.0%) 

 2 = yes due to YO  11 (3.8%) 11 (3.1%) 22 (3.4%) 

105 i_mantran_reach PA: reached goals of structured transition management 

 -1 = not relevant or 

known 

169 (58.7%) 202 (56.9%) 371 (57.7%) 

 0 = no/ rudimentary1 

= almost/ fully 

26 (9.0%) 33 (9.3%) 59 (9.2%) 

 1 = almost/ fully 93 (32.3%) 120 (33.8%) 213 (33.1%) 

106 i_mantran_discha PA: after release, planned continuation of structured transition 

management 

 -1 = not relevant or 

known 

23 (8.0%) 49 (13.8%) 72 (11.2%) 

 0 = not necessary 140 (48.6%) 125 (35.2%) 265 (41.2%) 

 1 = necessary but not 

planned 

58 (20.1%) 82 (23.1%) 140 (21.8%) 

 2 = necessary and 

planned 

67 (23.3%) 99 (27.9%) 166 (25.8%) 

107 i_othertreat_need PA: necessity for participation in other treatment 

 0 = no 82 (28.5%) 83 (23.4%) 165 (25.7%) 

 1 = yes 206 (71.5%) 272 (76.6%) 478 (74.3%) 

108 i_othertreat_beg PA: began participation in other treatment 

 -1 = not relevant or 

known 

14 (4.9%) 25 (7.0%) 39 (6.1%) 

 0 = no due to YO  27 (9.4%) 43 (12.1%) 70 (10.9%) 

 1 = no due to YOI 99 (34.4%) 109 (30.7%) 208 (32.3%) 

 2 = yes 148 (51.4%) 178 (50.1%) 326 (50.7%) 

109 i_othertreat_discon PA: discontinued other treatment 

 -1 = not relevant or 

known 

148 (51.4%) 179 (50.4%) 327 (50.9%) 

 0 = no 127 (44.1%) 157 (44.2%) 284 (44.2%) 

 1 = yes due to YOI 9 (3.1%) 11 (3.1%) 20 (3.1%) 

 2 = yes due to YO  4 (1.4%) 8 (2.3%) 12 (1.9%) 

110 i_othertreat_reach PA: reached goals of other treatment 

 -1 = not relevant or 169 (58.7%) 194 (54.6%) 363 (56.5%) 



79 

 

known 

 0 = no/ rudimentary1 

= almost/ fully 

16 (5.6%) 39 (11.0%) 55 (8.6%) 

 1 = almost/ fully 103 (35.8%) 122 (34.4%) 225 (35.0%) 

111 i_othertreat_discha PA: after release, planned continuation of other treatment 

 -1 = not relevant or 

known 

45 (15.6%) 59 (16.6%) 104 (16.2%) 

 0 = not necessary 192 (66.7%) 216 (60.8%) 408 (63.5%) 

 1 = necessary but not 

planned 

37 (12.8%) 60 (16.9%) 97 (15.1%) 

 2 = necessary and 

planned 

14 (4.9%) 20 (5.6%) 34 (5.3%) 

112 i_total.need total number of intervention categories for which participation is 

necessary 

 mean (SD) 9.455 (2.663) 10.301 (2.427) 9.922 (2.568) 

113 i_total.beg total number of interventions categories that were began 

 mean (SD) 5.201 (2.583) 5.335 (2.391) 5.275 (2.477) 

114 i_total.discon total number of discontinued intervention categories 

 mean (SD) 0.628 (1.200) 0.642 (1.060) 0.636 (1.124) 

115 i_total.reach total number of intervention categories with goals met 

 mean (SD) 3.618 (2.688) 3.442 (2.531) 3.521 (2.602) 

116 i_total.con total number of planned continued intervention categories after 

release 

 mean (SD) 1.191 (1.342) 1.414 (1.564) 1.314 (1.472) 

117 s_evalYOI SE: evaluation of the time in YOI 

 mean (SD) 3.648 (0.464) 3.581 (0.471) 3.611 (0.469) 

118 s_evalsit SE: evaluation of the release situation 

 mean (SD) 4.038 (0.494) 3.934 (0.508) 3.980 (0.504) 

119 s_selfp SE: self-image 

 mean (SD) 4.054 (0.492) 4.013 (0.517) 4.031 (0.506) 

120 s_chanrela SE: changements in relationships during his time in YOI 

 mean (SD) 3.389 (0.780) 3.284 (0.830) 3.331 (0.809) 

121 s_supsatis SE: satisfaction about support he received in YOI 

 mean (SD) 3.312 (0.617) 3.324 (0.696) 3.319 (0.661) 

122 s_reached SE: what could he reach for himself in YOI 

 mean (SD) 1.942 (1.309) 1.859 (1.212) 1.896 (1.256) 

123 s_eval SE: evaluation of treatment offers in YOI 

 mean (SD) 3.692 (0.812) 3.682 (0.799) 3.686 (0.804) 

124 s_feel SE: feeling when he thinks about his life in general 

 mean (SD) 3.907 (0.742) 3.876 (0.840) 3.890 (0.797) 
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125 s_recidivism SE: will commit crimes after release 

 mean (SD) 1.691 (0.825) 1.956 (0.994) 1.837 (0.931) 

126 s_change SE: evaluation of his changements in YOI 

 mean (SD) 4.307 (0.624) 4.284 (0.655) 4.294 (0.641) 

127 s_knowprobass SE: knows his probation assistant 

 0 = no 63 (21.9%) 94 (26.5%) 157 (24.4%) 

 1 = yes 225 (78.1%) 261 (73.5%) 486 (75.6%) 

128 s_contprobass SE: in contact with his probation assistant during stay in YOI 

 0 = no 244 (84.7%) 293 (82.5%) 537 (83.5%) 

 1 = yes 44 (15.3%) 62 (17.5%) 106 (16.5%) 

129 s_dept SE: has debts after release 

 0 = no 104 (36.1%) 114 (32.1%) 218 (33.9%) 

 1 = yes 184 (63.9%) 241 (67.9%) 425 (66.1%) 

130 s_worktrain SE: after release, has work or vocational training 

 0 = no 65 (22.6%) 141 (39.7%) 206 (32.0%) 

 1 = probably 123 (42.7%) 126 (35.5%) 249 (38.7%) 

 2 = yes 100 (34.7%) 88 (24.8%) 188 (29.2%) 

131 s_partner SE: has a partner 

 0 = no 211 (73.3%) 260 (73.2%) 471 (73.3%) 

 1 = yes 77 (26.7%) 95 (26.8%) 172 (26.7%) 

132 s_viovic SE: was victim of physical violence during his stay in YOI 

 0 = no 249 (86.5%) 289 (81.4%) 538 (83.7%) 

 1 = yes 39 (13.5%) 66 (18.6%) 105 (16.3%) 

133 s_vioseen SE: has witnessed physical violence during his stay in YOI 

 0 = no 71 (24.7%) 84 (23.7%) 155 (24.1%) 

 1 = yes 217 (75.3%) 271 (76.3%) 488 (75.9%) 

134 s_viodone SE: has been physically violent during his stay in YOI 

 0 = no 213 (74.0%) 238 (67.0%) 451 (70.1%) 

 1 = yes 75 (26.0%) 117 (33.0%) 192 (29.9%) 

135 s_consalc SE: has consumed alcohol during his stay in YOI 

 0 = no 266 (92.4%) 313 (88.2%) 579 (90.0%) 

 1 = yes 22 (7.6%) 42 (11.8%) 64 (10.0%) 

136 s_conscann SE: has consumed cannabis during his stay in YOI 

 0 = no 223 (77.4%) 245 (69.0%) 468 (72.8%) 

 1 = yes 65 (22.6%) 110 (31.0%) 175 (27.2%) 

137 s_consdrug SE: has consumed other drugs during his stay in YOI 

 0 = no 237 (82.3%) 280 (78.9%) 517 (80.4%) 

 1 = yes 51 (17.7%) 75 (21.1%) 126 (19.6%) 

Note. SD: Standard Deviation; GCC: German criminal code; PA: professional assessment; SE: self-estimation; 

YO: Young Offender; YOI: Young Offender Institution. 


